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Abstract: The project presents the design and implementation of a virtual temperature sensor with the 

display of the data provided by it in a web interface. The objective of the whole project is based on the 

development of a virtual sensor that estimates the temperature with the help of historical but also 

current data provided by other sensors. The goal of this project is to reduce the cost of temperature 

monitoring systems by reducing the physical sensors required. It is also aimed at the possibility of 

implementing these sensors in inaccessible places. Following the use of a machine learning type 

system, I want to implement a predictive model, which, based on the data provided by the other physical 

sensors, generates the response of the virtual sensor. Both the data provided by the virtual sensor and 

the data provided by the physical sensors will be displayed within the web interface. The project aims 

to develop a sensor network for temperature monitoring in various applications. Also, by implementing 

this system, I want to obtain a web interface that allows viewing and managing the measured 

temperature data.  

 

 

 

1. INTRODUCTION 

 

In our century, data monitoring and management has become a matter of major 

importance in multiple fields. Among them we can list industry, agriculture and the research 

environment itself. These fields and many others need this data in order to function optimally 

but also for continuous development [1]. 

But in many cases the collection of this data would not be possible without the help of 

sensors. Among them the temperature sensor stands out, it plays a crucial role in the collection 

of data aimed at ensuring optimal equipment performance, product protection, process 
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optimization and user comfort. Therefore, temperature is a parameter that must be constantly 

monitored in multiple fields [2]. 

As a result of this need to measure temperature, several types of sensors with various 

properties and characteristics have been developed. We can divide these sensors into two 

categories. The first category being contact sensors, which measure the temperature by direct 

contact with the object. The second category is non-contact sensors, which measure the 

temperature through the heat radiation emitted by the object, without making direct contact 

with it [3]. 

Although sensors have constantly evolved and developed, installing an adequate 

number of sensors to obtain a quality measurement can cause various problems. Therefore 

adding additional sensors is limited by factors such as budget, available space and 

accessibility. For example, in an industrial facility with an extensive area, adding additional 

temperature sensors to expand the monitoring network can involve high costs and increased 

complexity. In research laboratories, where space is often constrained, adding additional 

sensors may not be the most efficient solution [4]. 

In order to solve these problems, we found that replacing a set of physical sensors with 

virtual sensors within a sensor network is an efficient and pragmatic solution. Thus, by means 

of virtual sensors costs can be reduced, they facilitate the monitoring of places inaccessible 

to physical sensors, they save space and solving problems in case of failure is easier to solve 

than in the case of physical sensors. 

This project aims to develop a virtual temperature sensor that, with the help of machine 

learning algorithms, will estimate the temperature based on data received from nearby 

physical sensors. The project also aims to integrate this virtual sensor within a web interface 

to facilitate access to the data provided by the sensors in real time. Therefore, the 

implementation of this system based on virtual sensors, in addition to solving the previously 

described problems, also improves the quality of measurements by integrating and analyzing 

data from multiple sources. 

 

 

2. SYSTEM DESCRIPTION 

 

2.1. Description of Functional Blocks 

 

The presented system consists of two parts, a hardware part and a software part. The 

hardware part consists of the temperature sensors and the ESP-32 microcontroller. The 

software part includes storing the data in a database, the machine learning algorithm that 

predicts the response for the virtual sensor and displaying the data in a web interface. The 

block diagram of the whole system is shown in fig. 1. 
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Fig. 1. System structure 

 

 The first block encountered in the presented scheme comprises the physical sensors, 

this block contains four temperature sensors. Although four sensors are shown, only the data 

from the first three will be used in the machine learning model. The fourth sensor, as the name 

suggests is a control sensor, it is located in the same location as the virtual sensor and aims 

to measure the actual temperature in that area. The value provided by this sensor will be used 

to compare the response generated by machine learning with the actual temperature value. 

The number of sensors present within this block may vary depending on the needs of the 

application. For example, in a real application, the control sensor can be removed, and other 

physical sensors can be added as needed to increase the accuracy of the virtual sensor 

response.  

 The second block is represented by the ESP-32 board, it plays a crucial role in the 

system, because as the name of the block suggests, it deals with data processing. Specifically, 

this block collects the data from the temperature sensors, filters the noise, normalizes the 

values, and prepares this data for transmission to the next block. 

The next stage within the presented scheme is carried out by the machine learning 

block, which represents the most important component of the entire system. It contains two 

essential blocks. 

 The machine learning training block, in this the data is used to train the machine 

learning model. In this stage of the system, historical data stored in the database and new data 
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received from sensors via the ESP-32 board are analyzed. The model is built and updated 

based on this data with the aim of improving itself over time in such a way as to generate the 

most accurate estimate for the virtual sensor. Essentially, constantly adding new data to the 

existing data set and retraining the model leads to improved response accuracy. 

The response generation block, once the training of the machine learning model is 

finished, predictions can be made based on the current data, and the obtained value 

representing the response of the virtual sensor. In this block the virtual sensor value prediction 

is actually performed. 

Within the scheme presented, the database block can also be observed, it represents 

an important component for the best and most accurate functioning of machine learning. The 

Firebase database stores all the data generated by the physical sensors but also all the 

predictions of the virtual sensor. With the help of this block, the system constantly stores new 

data for continuous training of the machine learning model.  

The last block in the scheme is the data visualization block, in this block the data is 

displayed in a web interface. Through this interface data can be monitored in real time and 

easily. The processed data from the sensors and the responses generated by the virtual sensor 

are visualized in the form of a table in this interface. 

In conclusion, the presented block diagram describes a well-structured system that 

combines the hardware part with the software part in order to obtain and visualize the most 

accurate data, both from the physical sensors and from the virtual sensor. 

 

2.2. Basis of Machine Learning - Polynomial Regression 

 

Polynomial regression is an extension of linear regression, it is used to model more 

complex relationships between variables, especially when the dependent variable and the 

independent variables have a non-linear relationship [5]. 

Within the sensor system, we considered the use of polynomial regression an optimal 

solution for obtaining the values of the virtual sensor based on the data collected from the 

other physical sensors. The model underlying machine learning is capable of processing non-

linear variations from real data, thus making the chosen model ideal for modeling sensor data 

that does not have a strictly linear relationship. 

The working principle of polynomial regression is to try to minimize the difference 

between the actual values and the prediction values in the data set. This modeling uses a curve 

that can have several changes in direction in order to fit the data as well as possible to obtain 

the most accurate temperature prediction. In fig. 2 you can see the polynomial regression 

graph for predicting the temperature. 
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Fig. 2. Polynomial regression graph for temperature prediction 

 

In the graph presented, it can be seen how the polynomial regression curve 

representing the response of the virtual sensor is generated based on the four values from the 

physical sensors. 

In the previous paragraphs, the operating principle of the model that is the basis of 

machine learning was presented in a theoretical way. In the following we will present how 

polynomial regression works in machine learning code. 

Within the code, the historical data from the four physical sensors are combined into 

a two-dimensional matrix, where each row represents the sensor measurements at a particular 

time. And in order to provide the prediction, the output is calculated as an average of the four 

sensors, which gives us an approximate value for the temperature of the virtual sensor. The 

described process represents the training of the machine learning model with the historical 

data and the code sequence responsible for this step is shown in fig. 3. 

 

 

Fig. 3. Syntax code responsible for training of the machine learning model with historical data 

 

After training the polynomial regression with this historical data, a model is generated 

that is used for real-time predictions. 



Carpathian Journal of Electrical Engineering           Volume 18, Number 1, 2024 

79 

Although there are other possibilities to implement machine learning, we considered 

that in this sensor system the use of this solution is optimal from the point of view of 

complexity and performance. Polynomial regression is simpler than other models used for 

machine learning, but in terms of performance it contributes significantly to improving virtual 

sensor temperature prediction by adapting to fluctuations in physical sensor data. This fact 

makes machine learning much more effective in real environments. 

 

 

3. EXPERIMENTAL MEASUREMENTS 

 

In this chapter we evaluated the performance of the system in different configurations. 

Before presenting these measurements, it is important to describe how the system operates. 

In a simplified way, the system works like this: the data collected from the physical sensors 

is sent to the machine learning model, which uses the new data together with the historical 

data retrieved from the database to generate the response of the virtual sensor. Following this 

operation, the physical sensor and virtual sensor data will be saved in the database and 

transmitted to the web interface for display. The described process is repeated at a 

predetermined time interval. 

In this chapter we tested the performance and reliability of the virtual sensor through 

two experiments. During these experiments, we exposed the system to various configurations 

where we varied the number of physical sensors used and the sensor placement arrangement. 

In order to obtain the most conclusive results, the two experiments were carried out in similar 

environments, more precisely in a laboratory room. 

We mention that in both experiments to measure the accuracy of the virtual sensor, we 

placed a physical control sensor, its physical location is exactly where the virtual sensor 

makes the temperature prediction. 

In the following we will present the two configurations in which the system was tested, 

the various measurements performed and the results obtained. 

 

3.1. Evaluation of Triangle and Square Configurations 

 

In the first experiment we used the triangle configuration, this involves the use of three 

physical temperature sensors that were placed in the shape of a triangle and a control sensor 

placed in the middle of the triangle. Based on the data collected from the three sensors, 

machine learning generated the response of the virtual sensor. And finally, to compare the 

accuracy of the virtual sensor, its responses were compared with the values measured by the 

fourth physical sensor, the control sensor, which is located in the same location where the 

virtual sensor makes the temperature prediction. In Table 1 you can see the data obtained with 

the triangle configuration. 
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Table 1. Data table for the triangle configuration 

Time 
Sensor 1 

 (°C) 

Sensor 2 

 (°C) 

Sensor 3 

 (°C) 

Control  

Sensor (°C) 

Virtual 

 Sensor (°C) 
Difference (%) 

 
12:15 20.94 20.71 20.87 20.77 20.92 0.72  

12:30 21.15 20.82 20.89 20.81  20.90 0.43  

12:45 21.36 20.93 21.05 20.87 21.01 0.67  

13:00 21.58 21.05 21.20 21.05 21.15 0.47  

13:15 21.79 21.18 21.36 21.45 21.33 0.56  

13:30 21.92 21.45 21.54  21.75 21.65 0.47  

13:45 22.03 21.68 21.70 21.89 21.97 0.37  

14:00 22.27 21.87 21.85 22.11 22.18 0.32  

14:15 22.48 22.10 22.01 22.53  22.42 0.48  

14:30 22.74 22.40 22.25  22.68  22.53 0.67  

14:45 22.85 22.75 22.50 22.75 22.88 0.57  

15:00 23.14 23.01 22.75 23.07 22.97 0.44  

 

The presented table contains the data collected from the physical and virtual sensors 

during the experiment. In the last column we made a comparison where we can see the 

difference between the generated values and the actual measured value. 

In the second experiment, we used the square configuration, using four temperature 

sensors that we placed in a square shape in the laboratory room. As in the first experiment, 

the data collected from the sensors was used for the machine learning model that  generated 

the response of the virtual sensor. The value obtained is again compared with the value of the 

control sensor located in the center of the square. Table 2 shows the data obtained with the 

square configuration. 

Table 2. Data table for the square configuration 

Time 
Sensor 1 

 (°C) 

Sensor 2 

 (°C) 

Sensor 3 

 (°C) 

Sensor 4 

 (°C) 

Control  

Sensor (°C) 

Virtual 

 Sensor (°C) 

Difference 

(%) 
 

12:45 20.39 20.10 19.90 20.15 20.12 20.19 0.35  

13:00 20.51 20.33 20.15 20.43  20.41  20.35 0.29  

13:15 20.82 20.60 20.45 20.75 20.67 20.77 0.48  

13:30 21.14 20.95 20.80 21.19 21.02 21.07 0.23  

13:45 21.25 21.20 21.12 21.37 21.32  21.25 0.33  

14:00 21.60 21.55 21.33 21.45 21.56 21.50 0.28  

14:15 21.90 21.70 21.62 21.85 21.75 21.85 0.46  

14:30 22.27 22.05 21.91 22.15 22.10 22.19 0.36  

14:45 22.58 22.40 22.01 22.25 22.35 22.42 0.31  

15:00 22.79 22.65 22.31 22.55 22.67  22.58 0.40  

15:15 22.84 22.75 22.52 22.83 22.74  22.69 0.22  

15:30 23.04 22.85 22.77 23.12 22.88 22.94 0.26  
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We chose this configuration to see what impact adding a temperature sensor in 

addition to the previous configuration has on temperature prediction accuracy. We also 

looked at whether the square geometric position improves the accuracy and reliability of the 

system. 

As can be seen in the last column of each table presented above, the machine learning 

model was able to generate accurate temperature predictions in both scenarios, but as 

expected the accuracy was higher in the case of the four-sensor configuration. Therefore, we 

can conclude that a larger number of physical sensors contribute to improving the 

performance and obtaining a better temperature prediction. Following the two experiments, 

it can also be seen that both configurations produced satisfactory results, specifically the 

triangle configuration had a margin of error of the response between 0.32-0.72%, while the 

square configuration had a smaller margin of error, between 0.22-0.48%. 

Analyzing the two experiments strictly from a performance point of view, it is clear 

that the four-sensor system is the favorite, however using this configuration in an extended 

network would generate additional costs due to the fourth sensor. Therefore, if we wish a 

more economical system, but with slightly reduced accuracy, the configuration with three 

sensors is ideal. On the other hand, if high efficiency is a priority, the four-sensor system is 

the optimal choice. 

We mention that both configurations improve their accuracy over time, because in the 

experiments we used a relatively small amount of data to train the machine learning model. 

However, in a real application, running over an extended period of time, the system can 

accumulate a very large set of data, which will train the machine learning model and greatly 

improve its accuracy. 

 

3.2. The Motivation Behind the Chosen Configurations 

 

We would like to point out that the presented system can work in different 

configurations than those presented. For example, the virtual sensor can work with only two 

physical temperature sensors, but it can also work with five or more sensors. But based on 

the experiments we concluded that the use of only two sensors considerably reduces the 

performance, and the use of several sensors considerably increases the costs. Thus, within the 

system we opted for the use of the two scenarios, with three and four sensors, because in this 

way the system has a balance in terms of performance and economy. 

The choice of the two geometric configurations, triangle and square respectively, is 

not random. We considered these arrangements to be optimal for future sensor network 

developments, as these simple geometries provide us with an efficient solution in terms of 

how to place and interconnect sensors. For example, the implementation of the system on a 

larger scale requires a model of placement and organization of sensors because a random 
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placement would complicate the expansion of the network later. Therefore, the geometric 

shapes presented give us a way of connecting and distributing the sensors very well organized. 

Another reason we chose these configurations is that they allow for more accurate 

spatial monitoring. Triangle and square configurations ensure an even distribution of sensors, 

effectively covering the entire monitored area. If the physical temperature sensors were 

randomly placed, some areas might not be monitored correctly, creating an inconsistency in 

the data collected, which would later negatively influence the virtual sensor. Therefore, the 

chosen geometric configurations contribute considerably to improving the performance of the 

machine learning model. 

In conclusion, the chosen geometric configurations allowed the effective monitoring 

of the temperature in the space where the measurements were made, this can also be seen in 

fig. 4, it illustrates the web interface of the system. It displays the data measured by the sensors 

in real time. 

 

Fig. 4. The web interface for monitoring sensors 

 

In the web interface you can see in the first column the time at which the sensor data 

was collected, the following columns are those dedicated to the physical data sensors. After 

that, the control sensor column follows and finally in the last column you can see the response 

of the virtual sensor. 

  



Carpathian Journal of Electrical Engineering           Volume 18, Number 1, 2024 

83 

 

 

4. CONCLUSION 

 

The presented project demonstrates the efficiency and utility of a virtual temperature 

sensor that uses data collected from physical sensors to train a machine learning algorithm. 

This approach represents an innovative solution within existing temperature monitoring 

systems. 

One of the most important aspects of the project is the considerable cost reduction, 

especially for large temperature monitoring systems. This fact is due to the possibility of 

replacing some physical sensors with virtual sensors, thus reducing the number of physical 

sensors needed. Therefore, the use of virtual sensors leads to a significant decrease in the 

expenses related to the purchase, installation and maintenance of such a system. This aspect 

being very important in the industry where budget and space are limited. 

The presented solution not only significantly reduces the costs associated with such a 

system, but also gives it increased flexibility. Temperature monitoring systems using virtual 

sensors are more flexible because they can measure temperature in locations inaccessible to 

physical sensors. 

The use of polynomial regression within machine learning algorithms has proven 

optimal for temperature prediction, adapting well to non-linear data variations and providing 

accurate estimates based on data collected from physical sensors. 

The developed web interface allows users to access and analyze data collected from 

sensors in real time. This aspect representing an improvement in the process of monitoring 

and managing data. 

The presented system has high versatility, it can be used in various configurations 

depending on the need, for applications that require high precision the system can be adapted 

to a configuration with several sensors. On the other hand, if precision is not a crucial factor 

and the goal is to obtain an economical system, then a configuration with fewer sensors can 

be chosen. It should also be noted that continuous training of the machine learning model 

with historical and new data contributes significantly to increasing the accuracy of the virtual 

sensor predictions. 

In conclusion, the use of a virtual temperature sensor based on machine learning 

algorithms represents an effective and innovative solution to improve the efficiency of 

temperature monitoring systems, while optimizing the costs and space required for these types 

of systems. 

In further developments we aimed at using more advanced learning algorithms, 

changing sensors and improving the web interface in order to expand the scope of the system. 
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