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Abstract: To boost power system reliability there must be a good scheme for the automatic 

generation control to maintain the generation-load balance. The development of this 

scheme started with the enhancement of the sparrow search algorithm, where the initial 

population and producer selection was targeted to improve the search quality. The 

enhancement made was used to optimize the gain parameters of the PID controller 

increasing the overall system performance. The proposed scheme was tested on the two-

area power system in the MATLAB/Simulink environment and comparisons were made 

with recent publications. Integral time absolute error (ITAE) was used as the performance 

index. The proposed method shows improved performance with minimum settling time. 

This work presents the enhancement of the sparrow search algorithm for the automatic 

generation control of a two-area non-reheat thermal power system. 

 

 

 

1. INTRODUCTION 

 

 The goal of a proper electric power system is to supply power to consumers and retain 

its stability in the process as they have a generation-load balance, therefore sudden changes 

in generating system capacity or demand could cause a major imbalance[1]. With 

advancements made over the years, modern power systems now exist as an interconnection 

between areas and utilities with Tie-lines acting as the medium of power exchange[2] with 

one of the major identified areas of concern being frequency control [3].  

mailto:Okoloedward19@gmail.com
mailto:eafrimpong.soe@knust.edu.gh
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It is imperative for the sustained supply of electricity to consumers to have a good 

frequency regulation scheme as the lack of any control method after an abrupt load change 

would cause a deviation in the frequency used in regulating the system. The major factors 

influencing the proper functioning of the regulating strategy in an AGC system are the 

controller placement and the level of controller optimization. 

Conventionally, load frequency control is designed with an integral controller because 

it provides very low or zero steady-state deviation as the error signal in the feedback loop is 

evaluated, however, gives a poor dynamic response[4]. To attend to this setback the use of 

variable structure control[5], optimal control[6], and linear feedback[4] were proposed. 

However, the requirement of an in-depth system state became a problem as it was difficult to 

estimate completely.  Consequently, intelligent controllers[3], classical controllers[7], and 

fuzzy logic controllers[8] have been used to improve on this setback. These techniques are, 

however, non-adaptive and, in some cases, would require training data offline or randomizing 

the values of certain parameters, inherently making them sub-optimal. With the various 

methods proposed, classical controllers such as PID are commonly used by industries. This 

controller is prone to a lot of errors as the gain parameters are either randomized or un-

optimally selected. With the employment of metaheuristic algorithms due to their 

optimization problem-solving ability in recent times such as particle swarm optimization 

(PSO) algorithm [9] and teaching learning-based optimization (TLBO) algorithm[2]  to 

optimize this controller, the results still fall short of optimal performance  as the algorithms 

are not properly optimized for these function. The necessity therefore arises to use a better 

optimized and accurate method for the AGC regulating strategy. The contents of this paper 

address this challenge. This paper proposes the use of an enhanced sparrow search algorithm 

(SSA) to search the gain parameters of the PID controller. 

 

 

2. THEORETICAL BACKGROUND 

 

2.1. Sparrow Search Algorithm Optimization 

 

 The SSA as described by [10] is enhanced by targeting the initial population and 

producer selection to improve the search quality and speed. The key components of the 

algorithm are described below. 

The sparrow search algorithm works on the basic foraging principle, with producers 

being the group in the population that searches for food and the scroungers being the group 

that follows the producers around to get food, while some members of the population perform 

anti-predation action, warning the others of dangerous predators causing the whole population 

to relocate. 
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The initial sparrow positions in the population are described as  

 

𝑥 =  [

𝑥1,1

𝑥2,1

⋮
𝑥𝑛,1

  

𝑥1,2

𝑥2,2

⋮
𝑥𝑛,2

  

⋯
…
⋮
…

  

⋯
…
⋮
…

  

𝑥1,𝑑

𝑥2,𝑑

⋮
𝑥𝑛,𝑑

]                                                                 (1) 

 

where number and dimension of sparrow are given as ‘n’ and ‘d’ respectively. 

The fitness of the established sparrows is given as 

 

𝐹𝑥 =  

[
 
 
 
𝐹[(𝑥1,1

𝐹[(𝑥2,1

𝐹[(
⋮

𝑥𝑛,1

  

𝑥1,2

𝑥2,2

⋮
𝑥𝑛,2

  

⋯
…
⋮
…

  

⋯
…
⋮
…

  

𝑥1,𝑑])

𝑥2,𝑑])

⋮
𝑥𝑛,𝑑])]

 
 
 
                                                             (2) 

 

The Producer location update is given as 

 

 𝑥𝑖,𝑗
𝑡+1 = {

𝑥𝑖,𝑗
𝑡 . 𝑒𝑥𝑝 (

−𝑖

𝛼.𝑖𝑡𝑒𝑟𝑚𝑎𝑥
)   𝑖𝑓  𝑅2 < 𝑆𝑇

𝑥𝑖,𝑗
𝑡 + 𝑄. 𝐿  𝑖𝑓              𝑅2 ≥ 𝑆𝑇

                                                           (3) 

 

where current iteration is indicated by t, j represents the dimension, i represents the current 

sparrow, the highest iteration is represented by 𝑖𝑡𝑒𝑟𝑚𝑎𝑥, α is chosen as a random number 

between 0 and 1, ST ∈[0.5,1] is the safety threshold, the alarm value is represented by R2 ∈ 

[0,1], Q is a random number that follows a normal distribution, and L is a 1 × d matrix with all 

ones. A safe sparrow population is represented as  𝑅2 < 𝑆𝑇  while  𝑅2 ≥ 𝑆𝑇 means the 

sparrows face danger.  

The Scroungers location update is given as 

 

𝑥𝑖,𝑗
𝑡+1 = {

𝑄. 𝑒𝑥𝑝 (
𝑥𝑤𝑜𝑟𝑠𝑡

𝑡 − 𝑥𝑖,𝑗
𝑡

𝑖2
)        𝑖𝑓 𝑖 >  

𝑛

2

𝑥𝑖,𝑗
𝑡+1 + |𝑥𝑖,𝑗

𝑡 − 𝑥𝑝
𝑡+1|.  𝐴+. 𝐿    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                                      (4) 

 

In the above equation the optimal position inhabited by the producer is given as 𝑋𝑝, the 

current global worst position is indicated as 𝑋𝑤𝑜𝑟𝑠𝑡 and A+ = 𝐴𝑇(𝐴𝐴𝑇)−1 where 𝐴 represents a 

matrix of 1 × d whose elements is randomly assigned 1 or −1. 

The anti-predation action location update is given as 

 

𝑥𝑖,𝑗
𝑡+1 = {

𝑥𝑏𝑒𝑠𝑡
𝑡 +  𝛽 .  |𝑥𝑖,𝑗

𝑡 −  𝑥𝑏𝑒𝑠𝑡
𝑡 |        𝑖𝑓 𝑓𝑖  >  𝑓𝑔 

𝑥𝑖,𝑗
𝑡 + 𝐾. (

|𝑥𝑖,𝑗
𝑡 − 𝑥𝑤𝑜𝑟𝑠𝑡

𝑡 |

(𝑓𝑖−𝑓𝑤)+ 𝜀
)    𝑖𝑓 𝑓𝑖 =  𝑓𝑔

                                              (5) 
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The current global optimal location is denoted as 𝑥𝑏𝑒𝑠𝑡
𝑡 , the step size control parameter is 

given as β, with variance of 1 and mean of 0, K ∈ [−1, 1] is the sparrow flying movement 

indicator. The current sparrow fitness, the global best and worst sparrow values are given as, 𝑓𝑖,  

𝑓𝑔  and 𝑓𝑤 respectively and 𝜀 is put in place to avoid prevent zero divison error. Sparrows at the 

edge and middle of the population are given as  𝑓𝑖 > 𝑓𝑔 and  𝑓𝑖 = 𝑓𝑔 . 

 

2.2. Automatic Generation Control  

 

 The interconnected power system is made up of several controlling areas with the 

generators acting as one unit. Contained in each area is the load drawn, the generator, the 

prime mover or turbine, and the governor. As the system load increases the turbine speed 

drops to allow the governor to adjust the input to the level of the new load. If the deviation to 

the turbine speed caused by the load increase, reduces, the system error signal reduces while 

the governor control mechanism gets closer to the constant speed maintenance threshold[11]. 

This, however, does not guarantee it gets to the exact point in the threshold required to 

maintain that constant speed as the turbine-governor control alone forces all generating units 

to respond irrespective of the location of load change. The addition of secondary control, 

however, guarantees the turbine speed returns to its initial set point. This entire scheme where 

a change in load would require an equivalent change in a generation to maintain the system 

frequency is known as Automatic Generation Control (AGC) also referred to as load 

frequency control[12]. The objectives of the LFC are fairly simple. The first is to maintain 

frequency uniformly, the second is to ensure the load is split among the generators, and lastly 

is to regulate tie-line flow. The use of the turbine-governor control is referred to as the primary 

control while the use of a supplementary control is known as the secondary control. 

 

2.3. SSA-Based Pid Design 

 

 A load change by any area should be absorbed by that area. To achieve this the tie-

line power and frequency deviation are added to the loop integrating the secondary controller 

into the system. This is also known as the tie-line bias control which is the basis for the 

conventional load frequency control. Therefore, by a linear combination, the net change 

observed by the system in the frequency and tie-line flows is weighted to an error unit known 

as the area control error ACE. 

 

𝐴𝐶𝐸𝑖 = ∆𝑃𝑡𝑖𝑒𝑖
+ 𝐵𝑖∆𝑓𝑖                                                   (6) 

 

Where i in 𝐴𝐶𝐸𝑖 denotes the area for the area control error unit. ∆𝑃𝑡𝑖𝑒𝑖
 denotes a change 

in tie line flow, 𝐵𝑖 is the bias factor at each area i, and  ∆𝑓𝑖 is the frequency change. 
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 The controller function is based on a feedback control principle. The three major 

parameters for this controller are the proportional gain value, the integral gain value, and the 

derivative gain value[13]. These three parameters have varying reactions when actively 

operating. The response to recent or current errors is decided by the proportional function, 

the response to the sum of recent errors is controlled by the integral function and the response 

to the rate of error change is determined by the derivative function[8]. When in operation in 

a feedback control system the cumulative sum of these three parameters is used to make 

adequate adjustments to the system. To tune the PID controller optimally it needs to be 

integrated into the system. The integration of the ACE to the PID controller is given as  

 

𝑈𝑖(𝑡) =  𝐾𝑝𝐴𝐶𝐸𝑖 + 𝐾𝑖  ∫𝐴𝐶𝐸𝑖𝑑𝑡 + 𝐾𝑑
𝑑(𝐴𝐶𝐸𝑖)

𝑑𝑡
                                                  (7) 

 

where 𝐾𝑝, 𝐾𝑖, and 𝐾𝑑  represent the proportional, integral and derivative gain parameters of the 

PID controller. 𝑈𝑖(𝑡) is the controlled input to the PID controller. 

 

2.4. Objective Function 

 

The best PID controller gains for a system depend on the desired performance, as 

measured by a performance index. The most common performance index is the integral 

criterion, which measures the total accumulated error over time. Examples of integral 

criterion-based performance indices include integral absolute error (IAE), integral square 

error (ISE), integral time absolute error (ITAE), and integral time multiples of square error 

(ITSE)[14].  With IAE there is a degree of difficulty in computing the error's absolute value 

analytically and as such systems with this criterion give a slow response. Though impractical 

for real-time analytical works, it is often employed in a system digital simulation. ISE 

produces less overshot but has a large settling time as it focuses on larger errors. The ITSE 

though having an extra time error function and prioritizing errors with longer duration tends 

to give large outputs when the reference has a sudden change in its value. The ITAE also has 

an extra time error function and giving priority to long-duration errors reduces the system 

overshoot and increases the system settling time, with works from [14],[15], and [16]  

showing significant system improvement while using the ITAE. The ITAE for a two-area 

power system is represented as objective function J 

 

𝐽 =  ∫ 𝑡(|∆𝑓1| + |∆𝑓2| + |∆𝑃𝑡𝑖𝑒|)𝑑𝑡
𝑡𝑓𝑖𝑛𝑎𝑙

𝑡=0
                                                       (8) 

 

From the equation above ∆𝑓1 and ∆𝑓2 indicate the deviation in system frequency for 

area 1 and 2 while ∆𝑃𝑡𝑖𝑒 is change in tie line power and 𝑡𝑓𝑖𝑛𝑎𝑙 is the duration of simulation. 
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∆𝑓𝑖 = 
𝑈𝑖(𝑡)

𝐵(𝐾𝑖 ∫𝑑𝑡+𝐾𝑝+𝐾𝑑
𝑑

𝑑𝑡
)
− 

∆𝑃𝑡𝑖𝑒

𝐵
                                                            (9) 

 

Equation 9 represents the gain parameters of the PID controller as object to frequency 

change in any area: 

 

 ∆𝑃𝑡𝑖𝑒 = 
𝑈𝑖(𝑡)

𝐾𝑖 ∫𝑑𝑡+𝐾𝑝+𝐾𝑑
𝑑

𝑑𝑡

−  𝐵∆𝑓𝑖                                                        (10) 

 

Equation 10 represents the gain parameters of the PID controller as object to change thr 

line power.   

The LFC is solved as an optimization problem with constraints and the controller 

parameter being the boundaries of the constraints. In this case the PID controller. The objective 

function J is minimized using the equation below. 

 

 {

𝐾𝑝,𝑚𝑖𝑛  ≤  𝑘𝑝  ≤  𝑘𝑝,𝑚𝑎𝑥

𝐾𝑖,𝑚𝑖𝑛  ≤  𝑘𝑖  ≤  𝑘𝑖,𝑚𝑎𝑥

𝐾𝑑,𝑚𝑖𝑛  ≤  𝑘𝑑  ≤  𝑘𝑑,𝑚𝑎𝑥

}                                                 (11) 

 

The gain parameters are chosen randomly from 0 to 1, making 0 the lower bound and 1 

the upper bound. 

 

 

3. THE ENHANCED SPARROW SEARCH ALGORITHM 

 

3.1. Opposition Based-Initialization 

 

 The initialization of the sparrow population greatly affects its search ability. 

Therefore, the opposition-based initialization is applied. The idea is that the random 

initialization of a search agent could make it far from the ideal position. Taking the opposite 

of the search agent in a defined search space makes brings it closer to the ideal position[17].  

If a search space has boundaries “a” and “b” and the agent generated is x, the opposite of this 

agent would be given as: 

 

 𝑋𝑜𝑝𝑝 = (𝑎 + 𝑏) − 𝑥                                                                 (12) 

 

3.2. Improved Producer Selection 

 

 The sparrow population selects individuals with good fitness values as the producers. 

This may reduce the efficiency as the population almost entirely depends on this group for 
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survival. The fitness of every sparrow generated is assessed and the average fitness is 

calculated. Individuals with fitness values above average are selected as producers. Thus, 

giving the function of the producers to highly fit members. The average fitness is given as: 

 

 𝐹𝑎𝑣𝑒𝑟𝑎𝑔𝑒  =   
𝑓1+𝑓2+⋯𝑓𝑛

𝑁
                                                              (13) 

 

This improvement is called the Adaptive opposition SSA (AOSSA). 

 

 

4. IMPLEMENTATION OF ADAPTIVE-OPPOSITION BASED SSA (AOSSA) IN 

PID CONTROLLER 

 

1 step  Parameter initialization. Population size, Max number of iterations, objective or 

fitness function, boundary limits, and dimension 

2 step  The PID controller parameters are randomly generated as the search agents. These are 

the P, I, and D gain constant of the controller  

3 step  Evaluate the opposite of the generated search agents  

4 step  The fitness function of the generated search agents is evaluated using J 

5 step  The average of the fitness function is taken  

6 step  Generate alarm value randomly 

7 step  Position update for the producer  

8 step  Position Update for the scroungers  

9 step  Anti-Predation position update for the population 

10 step  Calculate fitness value from the updated locations  

11 step  If the new location is better than the old update it  

12 step  Analogously the controller gain parameters are modified  

13 step  If the stopping criterion is reached the best parameter variable are given as outputs 

else the process is repeated from step 7 

 

 

4. TESTING 

 

 A two-area interconnected system with non-reheat thermal power plants is used as the 

test system. A case study involving a step load change is applied to both areas as shown. 

The controller to be used for this work replaces the original secondary controller with 

a slight change. The controller placement is imperative to the overall effectiveness of the 

scheme. Therefore, to improve the tie-line control the secondary controller replaces the 
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original control strategy placed on the tie-line. The parameters of the system are given in 

figure 1 [11].  

.  

 

Fig.1 Two-area AGC diagram with PID controller 

 

Table 1. Transposing principle 

AREA 1 2 

Speed Regulation (R) 0.05 0.0625 

Frequency-Sensitive Load Coefficient (D) 0.6 0.9 

Inertia Constant (H) 5 4 

Base Power 1000MVA 

Governor Time Constant (Tg) 0.2 0.3 

Turbine Time Constant (Tt) 0.5 0.6 

Step Load  0.1875 0.140 

 

The proposed model was simulated in MATLAB 2021 in a computer designed with, 

Intel(R) Core (TM) i7-8750H CPU @ 2.20GHz   2.21 GHz, 8.00 GB (7.89 GB usable) RAM, 

64-bit operating system, x64-based processor, and Windows 11 Pro.  

To test the effectiveness of the proposed scheme it is tested on 3 different AGC two-

area systems.  
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The first test (test 1) is carried out on a modified non-reheat thermal power system 

[11] comparing PID tuned with the classical method, PID tuned with original SSA and PID 

tuned with AOSSA.  

The second test (Test 2) is carried out on a standard non-reheat thermal power system 

[18] with a step load of 0.014 and 0.028 in areas 1 and 2 respectively, comparing an adaptive 

PI-GA control technique to the PID tuned with AOSSA  

The third test (Test 3) is carried out on a standard thermal power system [9] with a 

step load of 0.2 and 0.1 in areas 1 and 2 respectively, comparing a PID tuned with Particle 

swarm optimization to the PID tuned with AOSSA  

All system loading conditions are modified at t=0. The system results are then 

analyzed for the Area control error for areas 1 and 2, the frequency response for areas 1 and 

2, and the Tie-line response and are compared on basis of Peak overshoot, Peak undershoots, 

and Settling time. 

NB: Tests 2 and 3 use a table for comparing values as the complete data points are 

unavailable. 

 

 

6.  RESULTS AND ANALYSIS 

 

6.1. Opposition Based-Initialization Results for the optimized load frequency control 

scheme 

 

Test 1 

 

Fig. 1. ACE 1(test 1) 
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Fig. 2. ACE 2(test 1) 

 

 

Fig. 3. Frequecy response Area 1(test 1) 

 

 

Fig. 4. ACE 1 Frequency Response Area 2(test 1) 
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Fig. 5. Tie-line response (test 1) 

 

Table 1. test 2 and 3 results 

Evaluations PI-GA AOSSA  PSO AOSSA 

 Test 2  Test 3 

ACE 1      

OVERSHOOT 0.0022 0  0.15 0.1473 

UNDERSHOOT 0.001 0.016  0.00008 0 

SETTLING TIME 7 5.5  7.5 2.9 

      

ACE 2      

OVERSHOOT 0.0009 0  0.1035 0.1177 

UNDERSHOOT 0.0032 0.0115  0.0002 0 

SETTLING TIME 7.2 6.5  11 2.618 

      

TIE-LINE      

OVERSHOOT 0.0018 0.001  0.0015 0.000224 

UNDERSHOOT 0.0002 0.0058  0.003 0.0007 

SETTLING TIME 8 6.4  20 5.8 

      

∆𝒇𝟏      

OVERSHOOT 0.0025 0.0015  0.0001 0 

UNDERSHOOT 0.0028 0.037  0.0072 0.007 

SETTLING TIME 10 4.1  16 2.597 

      

∆𝒇𝟐      

OVERSHOOT 0.0041 0  0.000003 0 

UNDERSHOOT 0.0048 0.027  0.00615 0.007 

SETTLING TIME 10 7  20 2.85 
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6.2. Test analysis 

 

 The results presented figure 2 which represents area control error measurement for 

area 1, shows that the PID controller tuned with the AOSSA has a 9% improvement in peak 

overshoot, 100% improvement in peak undershoot,  83.4% improvement in settling time in 

comparison to the PID controller tuned with the classical method and 4.3% improvement in 

peak overshoot, 100% improvement in peak undershoot and 45.3% improvement in settling 

time in comparison with the PID controller tuned with the original sparrow search algorithm. 

Figure 3 which represents the area control error measurement for area 2 shows the PID 

controller tuned with AOSSA having a 17%, 100% and 97% improvement in peak overshoot, 

peak undershoot and settling time respectively in comparison to the PID controller tuned with 

the classical method and a 0%, 0% and 6.5% improvement in peak overshoot, peak 

undershoot and settling time respectively in comparison to the PID controller tuned with the 

original SSA.  

Figure 4 representing the frequency response in area 1 shows a 100%, 9% and 97% 

improvement the proposed method has over the PID controller tuned with the classical 

method in peak overshoot, peak undershoot and settling time respectively and a 100%, 2.3% 

and 64% improvement the proposed method has over the PID controller tuned with the 

original SSA in peak overshoot, peak undershoot and settling time respectively. Figure 5 

representing the frequency response in area 2 shows a 100%, 16.7% and 87.7% improvement 

the proposed method has over the PID controller tuned with the classical method in peak 

overshoot, peak undershoot and settling time respectively and a 0%, 0.7% and 33.7% 

improvement the proposed method has over the PID controller tuned with the original SSA 

in peak overshoot, peak undershoot and settling time respectively.  

The tie-line power flow represented by figure 6 shows a 98.5%, 95% and 3% 

improvement the proposed method has over the PID controller tuned with the classical 

method in peak overshoot, peak undershoot and settling time respectively and a 0%, 0.7% 

and 33.7% improvement the proposed method has over the PID controller tuned with the 

original SSA in peak overshoot, peak undershoot and settling time respectively. Table 2 

depicts the performance of the of the proposed method in comparison with methods in 

literature. Table 2 shows in bold the method with the better performance in each measured 

category.  Test 2 shows the PID tuned with AOSSA having a better performance in peak 

overshoot and settling time in comparison PI-GA in all evaluations provided. Test 3 shows 

the PID controller tuned with AOSSA having a better performance in peak overshoot, peak 

undershoot and settling time in comparison to the PID controller tuned with  PSO.  

The results show the proposed control scheme having the best performance in peak 

overshoots, peak undershoots, and settling time when compared to the PID tuned with the 

classical method and PID tuned with the original sparrow search algorithm. 
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7. CONCLUSION 

 

 Firstly, a modification was made to the sparrow search algorithm to improve the 

adaptability and search quality. This improvement is called the Adaptive opposition-based 

sparrow search algorithm. (AOSSA). The improvement targeted the initial sparrow 

population and the producer selection. The enhancement made was used to search the gain 

parameters of the PID controller, then 3 tests were performed. The control scheme proposed 

performed better than the other control schemes, having a better settling time and a good 

dynamic performance. Overall, the enhancement made in this paper achieved the load 

frequency control objective with sufficient improvements. 
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Abstract: This paper delves into the subject of outlier detection techniques tailored for 

unique datasets related to residential energy consumption. Building upon the current state 

of research [1] we introduce the Grubbs and Z-score methods and investigate a range of 

outlier detection strategies encompassing statistical, probabilistic, and machine learning 

algorithms. The findings underscore the importance of outlier detection in the Romanian 

residential energy sector. 

 

 

 

1. INTRODUCTION 

 

 Outlier detection in energy data plays a pivotal role in ensuring the accuracy and 

reliability of energy management systems [2]. By identifying and addressing anomalies, 

utilities and energy managers can gain a clearer understanding of consumption patterns, 

optimize energy distribution, and prevent potential system failures [3]. Moreover, detecting 

outliers, aids in eliminating data errors, facilitating more precise forecasting [4], and 

enhancing the overall efficiency of energy systems. In essence, it serves as a foundational 

step in refining energy data analysis and driving informed decision-making in the energy 

sector [5]. In the current study, serving as an extension to the article "Applied data cleaning 

methods in outlier detection for residential consumer" [1], the outlier detection methodologies 

tailored for specialized datasets related to residential energy consumption are examined. This 
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exhaustive research covers a broad range of outlier detection techniques in data cleaning, 

from statistical and probabilistic methods to advanced machine learning algorithms. Notably, 

the Z-score [6] and Grubbs [7] methods are introduced and integrated into this expanded 

investigation, enhancing the analytical depth.  

 

 

2. CONTEXT 

 

Understanding the nature of a dataset is essential when applying algorithms or 

mathematical methods [8], especially when distinguishing energy consumption patterns 

across residential, industrial, and public buildings. Energy consumption characteristics differ 

significantly among residential homes, public infrastructures, and industrial facilities due to 

diverse usage patterns, energy needs, and operational demands [9]. Residential energy use is 

shaped by factors like home size, design, occupancy, construction materials, lifestyle, and 

appliance usage. Typically, residential energy patterns show spikes during morning and 

evening, reflecting daily routines, and dip during the night. Seasonal changes, such as 

increased heating or cooling needs during harsh weather, also play a role. Moreover, 

individual behaviors, household income, and occupants' education levels further influence 

these patterns [10]. Public structures, like schools, hospitals, and government offices, have 

energy patterns distinct from residential settings. Given their high occupancy and continuous 

operations, their energy use remains relatively consistent throughout the day, with higher 

consumption on weekdays than weekends. Unlike residences, seasonal fluctuations in energy 

use in public buildings are less pronounced, mainly due to their climate control systems [11]. 

Industrial sectors, including factories and warehouses, have unique energy 

consumption patterns driven by their production activities, machinery operations, and specific 

requirements. The energy demand in these settings is often high and consistent, influenced by 

machinery and equipment operations. However, energy use can vary based on production 

timelines, work shifts, and the nature of the industry. For instance, chemical industries might 

have different energy needs compared to textile ones. Industries linked to agriculture might 

see seasonal shifts in energy use, reflecting harvest times or changing product demands [12]. 

The importance of outlier detection in residential energy consumption arises from the 

diverse and ever-changing monthly energy use patterns. In contrast to public or industrial 

settings, monthly household energy consumption is influenced by numerous, primarily static, 

technical factors. These include home features, resident lifestyles, and energy use behaviors, 

which are often affected by seasonal changes [9]. 

In Romania, the energy sector is regulated by European directives mandating the 

installation of smart meters in residences by Distribution System Operators (DSO) 

[13]Error! Reference source not found.. However, the rollout of this initiative has been 

delayed, with DSOs typically manually reading meters every 3-6 months. While new 
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regulations advocate for monthly readings, a disconnect exists between governmental 

intentions and the present capabilities of DSOs. 

A significant shift occurred in the Romanian energy market in 2021 when it embraced 

free-market principles [14]. This change has spurred discussions on introducing various 

services and concepts, like demand response, differential tariffs, and local energy 

communities. Technically, these services necessitate precise monthly energy consumption 

data across all sectors, including households. Yet, due to current metering constraints, such 

data remains elusive. 

For instance, the idea behind energy communities revolves around consolidating 

numerous households within similar geographic regions into a single organizational structure. 

This encourages them to actively engage in the energy market, promoting bi-directional 

energy exchanges (prosumers). In this context, precise monthly energy consumption 

predictions are crucial for securing smart energy contracts and negotiating favorable future 

[15]. 

A significant hurdle in Romania is obtaining accurate residential energy consumption 

data, primarily sourced from physical or digital energy bills. Given that current Romanian 

regulations require DSOs to check meters every 3-6 months, utility companies often resort to 

estimations. This approach frequently leads to substantial variations and anomalies in 

monthly billing, complicating the task of algorithms aiming to identify and rectify such 

patterns [16]. Consequently, due to these metering challenges, billed energy often doesn't 

mirror actual consumption, highlighting the need for a precise data adjustment method. 

Such inconsistencies often manifest as outliers or anomalous data points, which 

significantly deviate from typical energy consumption trends. Identifying and addressing 

these outliers in the residential sector is pivotal for ensuring data accuracy in energy analysis, 

billing, and forecasting. This sets the stage for a robust data processing approach tailored [17] 

for the evolving needs of the Romanian energy market. 

 

 

3. PREVIOUS RESULTS  

 

The findings from previous research [1] indicated that the IQR method was the most 

effective, accurately identifying 69.45% of outliers. Both the MAD and MOVMAD methods 

displayed commendable results, detecting outliers at rates of 62.89% and 48.10%, 

respectively. In contrast, the LOF method's performance was less satisfactory, pinpointing 

just 23.83% of outliers. 

Generally, the outlier detection techniques discussed in this study necessitate a 

substantial volume of data for precise outcomes. Despite the inherent challenges with 

residential energy consumption datasets, which typically comprise 12 data points annually, 

the researchers successfully adapted most of the algorithms. However, the parameters used 
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for testing DBSCAN didn't match the outlier profiles, suggesting a need for further refinement 

of this method. 

These insights underscore the effective implementation of the discussed methodology 

on datasets pertaining to the residential energy domain. Proper outlier identification is pivotal 

for data quality enhancement, deeper insights into energy consumption trends, and facilitating 

informed decisions in the residential arena. The findings advocate for the IQR method, 

succeeded by MAD and MOVMAD, as potential techniques for outlier detection in domestic 

energy data. Still, there's a call for more research to further hone these detection methods for 

superior precision. 

 

 

4. METHOD USED 

 

Given that statistical models have demonstrated greater efficiency with smaller data 

volumes in detecting outliers from the tested energy data consumption, the Z-score [18] and 

Grubbs [19] methods were selected for this study analysis. Both techniques are renowned for 

their efficacy in statistical analysis and outlier detection. By integrating these methods, the 

research aims to address the existing gaps and elevate the accuracy of data cleaning, ensuring 

more reliable and robust results in the realm of energy consumption analysis.  

The Z-score [8], often referred to as the standard score, measures how many standard 

deviations a data point is from the mean of a set of data. It's a useful metric in statistics to 

identify outliers, as it quantifies the extent to which a particular observation deviates from the 

norm. 

Mathematically, the Z-score for an individual data point x is calculated as: 

 

 Z =
𝑥−𝜇

𝜎
  (1) 

where: 

• x is the individual data point. 

• μ is the mean of the dataset. 

• σ is the standard deviation of the dataset. 

A Z-score [8] of 0 indicates that the data point's score is identical to the mean score. 

A Z-score of 1.0 indicates a value that is one standard deviation from the mean. Z-scores may 

be positive or negative, with a positive value indicating the score is above the mean and a 

negative score indicating it is below the mean. In many contexts, a Z-score above 2.0 or below 

-2.0 is considered an outlier, but this threshold can vary based on the specific application or 

field of study. 
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Grubbs' Test [19] is a statistical test used to detect outliers in a univariate data set that 

follows an approximately normal distribution. The test works by comparing the absolute 

deviation of a suspected outlier from the sample mean to the sample standard deviation. If 

this ratio is sufficiently large, the data point can be considered an outlier. 

Mathematically, the Grubbs' statistic G for a given observation xi is calculated as: 

 

                              𝐺 =
max (𝑥𝑖−�̅�)

𝑠
                               (2) 

 

where: 

• 𝑥𝑖  is the individual data point being tested. 

• �̅�   is the sample mean. 

• 𝑠   is the sample standard deviation. 

 

 

4. RESULTS 

 

In this study, data was collected from 100 volunteering households. This data was then 

anonymized, cataloged, and subsequently analyzed. Energy consumption information was 

sourced from energy bills. However, it became evident that the recorded data didn't truly 

mirror the genuine energy usage patterns of the households. This discrepancy arose from the 

data processing system that relied on "estimations" and "energy meter readings". In Table 1 

each data point represented the monthly energy consumption over the course of a year.  

 

 Table 1. Tested consumption energy data collected under a single database 

 

 

User 1 2 3 4 5 6 7 8 9 10 11 12 

1 74,00 79,00 74,00 74,00 61,00 66,00 65,00 54,00 54,00 17,00 127,00 58,00 

2 NA 105,00 67,00 70,00 9,00 9,00 31,00 82,00 8,82 133,00 126,00 NA 

3 68,00 76,00 68,00 72,00 648,00 95,00 252,00 116,00 54,00 351,00 100,00 128,00 

4 131,00 60,00 99,00 88,00 52,00 58,00 73,00 52,00 62,00 51,00 53,00 66,00 

5 76,00 74,00 67,00 53,00 128,00 NA 62,00 66,00 209,00 55,00 69,00 187,00 

. . . . . . . . . . . . . 

35 270,00 250,00 285,00 260,00 265,00 290,00 300,00 325,00 300,00 285,00 275,00 270,00 

36 98,00 123,00 10,00 71,00 98,00 223,00 90,00 70,00 223,00 74,00 15,00 69,00 

37 87,00 80,00 96,00 86,00 30,00 20,00 25,00 28,00 45,00 67,00 47,00 35,00 

38 118,00 45,00 41,00 23,00 7,00 21,00 32,00 43,00 33,00 27,00 27,00 42,00 

. . . . . . . . . . . . . 

98 280,00 289,00 272,00 250,00 200,00 240,00 255,00 310,00 280,00 280,00 250,00 300,00 

99 89,00 115,70 112,10 153,50 153,50 33,90 53,67 NA 137,10 118,00 NA 132,00 

100 306,00 272,00 293,00 286,00 258,00 294,00 289,00 320,00 245,00 286,00 293,00 348,00 
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The proposed methods for detecting outliers, IQR (Interquartile Range), LOF (Local 

Outlier Factor), MAD (Median Absolute Deviation), and MOVMAD (Moving Median 

Absolute Deviation), underwent a rigorous validation process. This validation encompassed 

the analysis of energy consumption data derived from both public buildings [5] and residential 

buildings [1], reflecting their versatility and applicability across different contexts. 

To gain a comprehensive understanding of these outlier detection methods, energy 

consumption data were collected and integrated into a unified database, as meticulously 

detailed in Table 2 and 3. Subsequently, a comparative analysis was conducted, pitting these 

techniques against the Z-score and Grubbs methods. 

Prior to conducting the algorithm tests, any instances of missing data and irregularities 

were visually identified, allowing for an initial evaluation of the algorithms' accuracy. The 

abnormal data within the consumption profile was highlighted under the "HUMAN I" 

category and was specifically emphasized in Table 2 and 3 for User 5 and User 36. Likewise, 

the absence of a data point for User 5 and the visually identified outliers for User 36 were 

brought to attention in figure 1 and figure 2. 

 

Table 2. Algorithms precision over consumption energy of User 5  

 

 

 

Fig. 1. User 5 missing data point for month 6 
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In order to evaluate the accuracy of the outlier detection methods, a scoring system 

was introduced. The scoring method was designed to avoid binary outcomes where points are 

awarded solely for 100% accuracy. The algorithms were classified as "T" (True) if they 

correctly identified the visually identified outlier and as "F" (False) if they either misclassified 

the outlier or highlighted a different one. This approach enables a more precise assessment 

by considering the granularity of points assigned, thereby reducing the presence of black and 

white scenarios. 

If a method successfully identified all outliers, it was assigned a score of 1, as shown 

in previous study [1]. However, if the method erroneously classified non-outliers as outliers 

or failed to detect genuine outliers, the final score was calculated using the following formula: 

     

𝑺𝒄𝒐𝒓𝒆 =
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒄𝒐𝒓𝒓𝒆𝒄𝒕 𝒅𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏𝒔

𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒕𝒐𝒕𝒂𝒍 𝒅𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏𝒔
                                                         (3) 

 

Table 3. Algorithms precision over consumption energy of User 36  

 

 

 

Fig. 2. User 36 extreme outlier data for month 6 and 9 

 

Considering the results obtained from both Table 2 and Table 3, we can observe the 

following scores for the tested algorithms: 

• IQR consistently performs exceptionally well in both evaluations, earning a perfect 

score of 1 in both instances. 

  1 2 3 4 5 6 7 8 9 10 11 12 

User 36 98,00 123,00 10,00 71,00 98,00 223,00 90,00 70,00 223,00 74,00 15,00 69,00 
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IQR F F F F F T F F T F F F 

MAD F F T F F T F F T F F F 

MOVMAD F F F F F T F F T F T F 

LOF F F T F F T F F T F T F 

Z-SCORE F F F F F T F F T F F F 

GRUBBS F F F F F F F F F F F F 
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• MAD demonstrates strong and consistent performance, achieving a score of 0.75 in 

Table 2 and a perfect score of 1 in Table 3. 

• MOVMAD maintains a moderate level of accuracy, with scores of 0.33 in Table 2 

and 0.66 in Table 3. 

• LOF and Z-score exhibit similar performance, scoring 0.75 in Table 2 and 0.5 and 

1, respectively, in Table 3. 

• Grubbs shows variability in performance, with a score of 0.6 in Table 2 and a score 

of 0 in Table 3, suggesting room for improvement. 

 

Table 4. The scoring applied to algorithm accuracy of detecting outliers 

 

Table 5. Final scoring and outlier detection accuracy over the tested algorithms:  

  Scor % 

IQR 49,31 69,45 

MAD 44,65 62,89 

MOVMAD 34,15 48,10 

LOF 16,92 23,83 

Z-SCORE 43,14 60,76 

GRUBBS 19,15 26,97 

 

Applying the scoring method to the analyzed data from 100 users, as presented in 

Table 5, IQR emerges as the leading performer, securing a score of 49.31, which translates to 

an impressive accuracy rate of 69.45%. MAD also demonstrates robust performance, 

garnering a score of 44.65 and achieving an accuracy rate of 62.89%. MOVMAD maintains 

a reasonable accuracy rate of 48.10% while scoring 34.15. Z-score, while displaying promise 

with a score of 43.14, attains a slightly lower accuracy rate of 60.76%. Conversely, LOF and 

Grubbs exhibit lower scores and accuracy rates, with LOF registering 16.92 (23.83%) and 

Grubbs scoring 19.15 (26.97%). In summary, the IQR and MAD methods excel in accurately 

 

  IQR MAD MOVMAD LOF Z-SCORE GRUBBS 

User 1 1 1 0 0,5 1 0,5 

User 2 0 0 0 0,22 0 1 

User 3 0,5 1 0,5 0,5 0,5 0,66 

User 4 1 1 0 0,33 1 1 

User 5 1 0,75 0,33 0,75 0,33 0,6 

. . . . . . . 

User 35 1 1 0 0 0 0 

User 36 1 1 0,66 0,5 1 0 

User 37 1 1 1 0 1 1 

User 38 1 1 0 0,25 1 0,5 

. . . . . . . 

User 98 1 1 0 0 0 1 

User 99 0 0,75 0,5 0,75 0,33 0 

User 100 1 1 1 0 0 0 
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identifying outliers for this dataset, closely followed by MOVMAD and Z-score. Although 

LOF and Grubbs have their merits, they demonstrate relatively lower accuracy rates. Thus, 

for this particular dataset and evaluation, the IQR and MAD methods appear to offer the most 

reliable options for outlier detection. 

 

 

5. CONCLUSION 

 

When we compare the Z-score and Grubbs methods to the other outlier detection 

techniques, some interesting observations come to light: Firstly, both the Z-score and Grubbs 

methods hold their own in terms of their performance, falling somewhere in the middle of the 

pack. While they may not achieve the highest accuracy rates seen in some of the other 

methods, they display competitive scores and show potential for effectively identifying 

outliers in the context of residential energy consumption data. The IQR and MAD methods 

achieve the highest accuracy rates still Z-score perform significantly better than LOF and 

Grubbs. In scenarios where a balanced approach is essential, Z-score and Grubbs may be 

preferred choices. There is room for improvement in the Z-score and Grubbs methods. Further 

optimization could enhance their accuracy and reliability. In conclusion, the evaluation of the 

Z-score and Grubbs methods in this study suggests their potential as valuable tools for outlier 

detection. However, to further validate their effectiveness and robustness, future research 

endeavors should aim to test these methods with larger volumes of data. The scalability and 

adaptability of Z-score and Grubbs to more extensive datasets are crucial aspects that warrant 

exploration to ensure their reliability in various real-world applications and scenarios. 
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Abstract: In this work, different deep learning approaches based on deep neural networks 

for person re-identification were analyzed. Both identification and re-identification of 

people are frequently required in various fields of human life. Some of the most common 

applications are in various security systems where it is necessary to identify and track a 

particular person. In the case of person identification, the identity of a particular person 

needs to be established. In the case of re-identification, the main task is to match the 

identity of a particular person across different, non-overlapping cameras or even with the 

same camera at different times. In this work, three different deep neural networks were 

used for the purpose of person re-identification. Two of them were user-defined, while one 

of them is a pre-trained neural network adapted to work with a specific dataset. Two neural 

networks used were Convolutional Neural Networks (CNN). For the defined experiment, it 

was used own dataset with 13 subjects in gait. 

 

 

1. INTRODUCTION 

 

 Person identification and re-identification are important tasks in many aspects of 

human life. It is often necessary to determine the identity of a particular person, that is, to 

identify a particular person. This is a challenging task for which many methods have been 

developed in the last decades. Most of these methods are based on certain physiological or 

behavioral characteristics of the human body. The methods based on the mentioned 

characteristics are called biometric methods. Biometric methods are usually divided into two 
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groups: physiological and behavioral biometric methods. Accordingly, there are methods 

based on a person's fingerprint or palm print, iris or retina (eye elements), face, gait, voice, 

or signature that are used in various applications. 

The methods listed above are implemented in different ways and use different features 

based on the above characteristics. In general, an identification system can be divided into 

two parts. The first part is used to create a database (or in this paper denoted as dataset) in 

which images are usually captured for each person, e.g., using an RGB camera (Red, Green, 

Blue) or an RGB-D device (Red, Green, Blue - Depth). The images captured are stored in the 

database and depend on the method used. For example, if the implemented method is based 

on a person's face (face recognition), images containing people's faces are captured. On the 

other hand, if the method is based on gait (gait recognition), images with a person walking 

upright are usually captured and used. In the further course of the process, the aforementioned 

images can be subjected to different types of processing, depending on the method 

implemented.  Features can also be extracted from the images and used, but this also depends 

on the method used. Accordingly, the extracted features may be also contained in the 

database. The second part of the identification system is the identification part, where the new 

image (or extracted features) of a particular person is matched with the images or features 

stored in the database. The above described can be roughly represented as in figure 1. 

 

 

Fig. 1. An Example of Identification System with Defined Steps 

 

 While person identification involves establishing the identity of a particular person, 

re-identification involves matching the identity of a particular person across different, non-

overlapping cameras or even with the same camera at different time frames.  

Nowadays, various methods for identification and re-identification are implemented 

using machine learning in such a way that a model is created, trained with the data, and the 

created model is then used for identification or re-identification tasks. Machine learning 

approaches typically use classifiers such as k-Nearest Neighbors (kNN) [1], Support Vector 

Machines (SVM) [2], or Linear Discriminant (LD) [3]. In addition to machine learning, deep 

learning approaches are also used, usually using a deep neural networks (DNN). 
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In this work, different approaches based on deep learning have been investigated. In 

this context, different deep neural networks were created and analyzed. An experiment was 

conducted with deep neural networks using a custom dataset. Accordingly, the experiment, 

the experimental setup and the obtained results have been described in the following chapters. 

 

 

2. THE DATASET AND EXPERIMENTAL SETUP 

 

 In this work, a custom dataset was used for the defined experiment. The dataset used 

contains 13 people, during a walk (in gait), recorded with different camera positions. A stereo 

camera was used to create the dataset and multiple video footages were available for each 

person. The dataset was recorded in nice weather. The video footages have high resolution. 

Accordingly, the extracted images also have a high resolution. A drawback of the dataset can 

be during extraction of silhouettes, because some people wear clothes with similar colors as 

background. The size of the dataset (video footages in .avi) is about 1,5 GB. For each of the 

13 people, different images were extracted from the recorded video footages and used in the 

experiment.  

This was implemented so that in each video containing a particular person, the person 

was detected and tracked in each frame. To detect upright people, vision.PeopleDetector in 

Matlab [4] [5] may be used. In this context, a bounding box was formed around the person 

and this part of the scene was extracted and saved as an image in RGB format. This is shown 

in figure 2. The resolution of the extracted images containing only a person (green rectangular 

part in figure 2) was 185 x 375.  

 

 

Fig. 2. Detected Person in One Video Frame 
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This procedure was performed for each of the 13 people. In other words, in the dataset 

there are 13 folders (Person1, Person2 ... Person13) containing the images for each person. 

The mentioned procedure is illustrated in figure 3. The aforementioned extracted images are 

suitable for re-identification applications because the images are in RGB format and the 

people in all the captured images are wearing the same clothes. More specifically, said images 

can be used for short-term re-identification applications. For identification applications and 

long-term re-identification applications [6] [7] [8] [9] [10] [11], some longer-term features 

should be defined and used.  

Various representations of silhouettes of people are often used as longer-term features, 

and many of the methods presented are based on them. An example of such a method is the 

well-known gait recognition method called Gait Energy Image (GEI) [12]. GEI is defined as 

an image containing silhouettes of a person over a gait cycle that are normalized, aligned, and 

temporally averaged. Some examples of silhouette images and GEI images from the Casia 

Dataset B [13] [14] [15] are shown in figure 4 and figure 5. 

 

 

Fig. 3. The Procedure for Dataset Creation 

 

Once the dataset was created, three different deep neural networks were created and 

used for the experiment. The main idea was to create two different neural networks, with the 

first neural network having a feature input layer as the first layer. The features from the 

images would first be extracted and stored in a table and then used with the neural network 

created. In the case of the second neural network, the first layer is intended to be an image 

input layer. In this case, only images should be loaded to be used with the created neural 

network without prior feature extraction. In the third case, a pre-trained neural network was 

defined for use. 
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Fig. 4. Examples of Silhouette Images from Casia Dataset B [13] [14] [15] 

 

  

 

  
Fig. 5. Examples of GEI Images from Casia Dataset B [13] [14] [15] 
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Matlab was used for the mentioned experiment and for the creation of the dataset. For 

the creation of the dataset, a separate program was created for this purpose. It should be noted 

that Python, TensorFlow and Keras have also been analyzed, tested and used for the same 

purpose.  

The first neural network (hereinafter marked with DNNf) uses extracted features from 

the images of the dataset. This was done using a bag of visual words (bagOfFeatures in 

Matlab, with defined parameters VocabularySize - 500 and PointSelection as Detector) [16] 

[17], where the visual vocabulary was created by default from Speeded-Up Robust Features 

(SURF) [18]. The mentioned features were stored in a table. DNNf consists of seven layers, 

the first layer being the feature input layer (featureInputLayer). Different numbers and types 

of layers were tested, but with the mentioned seven layers and defined parameters, 

satisfactory results were obtained. 

The seven defined layers are: 

1. featureInputLayer 

2. fullyConnectedLayer 

3. batchNormalizationLayer 

4. reluLayer 

5. fullyConnectedLayer 

6. softmaxLayer 

7. classificationLayer. 

The extracted features stored in the table were divided into a training and a testing 

part, with 70 percent used for training and 30 percent for testing. Other training options for 

the DNNf include 30 epochs, a learning rate of 0,001 and the Adaptive Moment Estimation 

Optimizer (Adam) [19] was used. The best results were obtained with the above settings. 

The second neural network (hereinafter marked with DNNi) is a Convolutional Neural 

Network (CNN). The DNNi uses the images without prior feature extraction. The images 

were only loaded as the first layer is the image input layer (imageInputLayer). Also, in this 

case, different numbers and types of layers were analyzed and tested. With defined eight 

layers and defined parameters, satisfactory results were obtained.  

DNNi consists of following eight layers: 

1. imageInputLayer 

2. convolution2dLayer 

3. batchNormalizationLayer 

4. reluLayer 

5. maxPooling2dLayer 

6. fullyConnectedLayer 

7. softmaxLayer 

8. classificationLayer. 

The images used were also split in the ratio of 70 percent for training and 30 percent 
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for testing. Other options defined for DNNi are 30 epochs, a learning rate of 0,001 and 

Stochastic Gradient Descent with Momentum (SGDM) [20] was used. Also, the best results 

were obtained with the above defined settings. 

In addition to the deep neural networks created and described above (DNNf and 

DNNi), a pre-trained neural network was also used. The pre-trained neural network used is 

GoogLeNet [21] [22], a convolutional neural network. GoogLeNet [21] [22] was used and 

adopted to work with the dataset described above. This was done in such a way that two layers 

were replaced and adapted to the dataset. The layers mentioned are fullyConnectedLayer and 

classificationLayer. In the fullyConnectedLayer, the OutputSize parameter was set to 13, 

which corresponds to the number of subjects in the dataset. The images used were split in the 

ratio of 70 percent for training and 30 percent for testing. Other training options for the 

GoogLeNet include 30 epochs, a learning rate of 0,001 and the SGDM was used, as in case 

DNNi. 

 

3. RESULTS AND DISCUSSION 

 

With the settings defined above and the neural networks described, the following 

results were obtained using the dataset described. In the case of DNNf, the accuracy was 

90,8%. When DNNi was used, the accuracy was 91,7% which is higher compared to DNNf. 

In the case of GoogLeNet, pre-trained neural network, the accuracy was 99,4%. The results 

presented above are shown in table 1 and figure 6.  

 

Table 1. The Obtained Results with Defined Settings and Used Dataset 

Deep Neural Network Used Accuracy 

DNNf 90,8% 

DNNi 91,7% 

GoogLeNet 99,4% 

 

 

Fig. 6. The Obtained Results for the Deep Neural Networks Used 
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As can be seen from table 1 and figure 6, the pre-trained deep neural network 

GoogLeNet achieved the best overall result. This was to be expected, since GoogLeNet is a 

more complex neural network that has been pre-trained and validated on a large number of 

different images. With a relatively simple adaptation to use a custom dataset, the 

aforementioned deep neural network can easily be used for this type of application.  

The created deep neural network, called DNNi, had the second best results and slightly 

better results compared to another created deep neural network (DNNf) that uses extracted 

features. On the other hand, DNNf has a much shorter training time. Moreover, the results of 

DNNf and DNNi can be improved by additional optimizations and adding some extra layers.  

It should be noted that it is easier to work with deep neural networks such as DNNi 

and GoogLeNet compared to DNNf. The two deep neural networks mentioned, DNNi and 

GoogLeNet, have an image input layer as the first layer. This means that no explicit feature 

extraction is required in this case. For use with DNNi and GoogLeNet, only images containing 

people in gait should be loaded. In the case of DNNf, explicit feature extraction is required 

because the first layer is a feature input layer. 

 

 

4. CONCLUSION 

 

In this work, different deep learning approaches were analyzed. Person identification 

and re-identification applications are important in many areas of human life. In person 

identification, the identity of a particular person needs to be established. In person re-

identification the main task is to match the identity of a particular person across different, 

non-overlapping cameras or with the same camera at different times. For example, in different 

security systems, some kind of identification or re-identification is often required.  

Various methods have been developed for the aforementioned identification and re-

identification applications. The mentioned methods are usually based on various 

physiological or behavioral characteristics of a person. Nowadays, identification and re-

identification methods are usually implemented using various machine learning and deep 

learning approaches. 

In this work, three different approaches based on deep neural networks were analyzed. 

For this purpose, two deep neural networks were created, while the third deep neural network 

used is pre-trained and adapted for use with a specific dataset. The first deep neural network 

created (DNNf) has a feature input layer as its first layer and uses extracted features from the 

images of the dataset. The second deep neural network (DNNi) is a convolutional neural 

network (CNN) and has as its first layer an image input layer into which only images to be 

used with said deep neural network are loaded. The third deep neural network used is the pre-

trained neural network GoogLeNet.  

The experiment with the defined deep neural networks was performed and the results 
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were presented. For this purpose, a custom dataset containing 13 people in gait was used. The 

best overall result had the pre-trained deep neural network GoogLeNet. 

In future research, it is planned to analyze and use a larger dataset containing a larger 

number of people in gait. In addition, it is also interesting to study different points of view 

and conditions where people wearing similar clothing. Accordingly, other deep neural 

network architectures will also be analyzed and studied. 
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Abstract: This paper presents experimental research on electrical resistance of the lubricant 

film, shock absorption in the lubricating film, under different static and dynamic load 

conditions. We focus on determination of the minimal lubricating film which estimates the 

minimum lubricating thickness between spindle and bushing in the case of the hydrodynamic 

sliding bearing subjected to shocks. 

 

 

 

1. INTRODUCTION 

 

The main objective of the experimental tests was to determine the minimum electrical 

resistance of the lubricant film, under different static and dynamic load conditions. The 

geometry of the lubricant film will be approximated with a surface of constant thickness, equal 

to the minimum thickness of the lubricant film under static loading conditions [3]. The 

minimum electrical resistance of the lubricant film estimates the minimum thickness of the oil 

film between the spindle and the bearing [1]. 

In the framework of the experimental research, an additive mineral oil for bearings was 

used, type LA 32, STR 5152-89, viscosity class ISO VG 32[2]. 

The electrical resistance of the lubricant film was determined by executing a resistive 

circuit between the spindle and the bearing, which includes a standard resistor R12 = 49 KΩ [4], 

[5]. The measuring chain used to determine the minimum electrical resistance of the lubricant 

film between the spindle and the bearing is shown in figure 1. 
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Fig. 1. Measuring chain 

 

 

2. EXPERIMENTAL MEASUREMENT OF THE ELECTRICAL RESISTANCE OF 

THE LUBRICANT FILM 

 

The experimental stand with the electrical circuit for measuring the minimum electrical 

resistance of the lubricant film is shown in figure 2, and a detail regarding the measuring chain 

in figure 3. 

 

    

Fig. 2. The experimental stand   Fig. 3. Resistive circuit detail 

 

The minimum resistance of the lubricant film, determined experimentally, as a function 

of supply pressure, dynamic load and static load for different spindle speeds is presented in 

figure 4 for the case n =370 rpm, pin =1.5 bar; figure 5 for the case n = 600 rpm, pin =3 bar, 

figure 6 for the case n = 960 rpm, pin = 8 bar.  

The static regime is represented for the impact height H = 0 cm, respectively the dynamic 

regime is represented for the three heights, H =5 cm, H = 20 cm and H = 40 cm, corresponding 

to the forces F1 = 1665 N, F2 = 2356 N, F3 = 3332.5 N. 

The influence of speed and supply pressure respectively the influence of the static load at 

different speeds depending on the supply pressure on the minimum electrical resistance of the 

 

Resistance of the 

lubricant film 

Acquisition 

plate ADuC 

812 



Carpathian Journal of Electrical Engineering                        Volume 17, Number 1, 2023 

44 

lubricant film depending on the dynamic load for the two cases of static load G1 = 2250 N, 

respectively G2 = 4500 N, is presented in figure 4, figure 5 and figure 6. 

 

 

 

Fig. 4. Minimum electrical resistance of the lubricant film for the speed n = 370 rpm, pin = 1.5 bar, 

depending on the static and dynamic loads 
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Fig. 5. Minimum electrical resistance of the lubricant film for speed n = 600 rpm, pin = 3 bar, 

depending on static and dynamic loads 
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Fig. 6. Minimum electrical resistance of the lubricant film for the speed n = 960 rpm, pin = 8 bar, 

depending on the static and dynamic loads 
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3. CONCLUSIONS 

 

The following can be noted: 

• the higher the dynamic shock load, the lower the electrical resistance of the film, the 

decrease occurring progressively with increasing load (retention time of the lubricant 

in the contact area decreasing with increasing load); 

• the higher the static load, the lower the electrical resistance of the lubricant film; 

• the higher the spindle speed, the higher the electrical resistance of the lubricant film 

under static operating conditions; 

• for the studied radial bearing, with the application of the dynamic load for n = 370 

rpm, a decrease in the average value of the lubricant film resistance is observed in 

relation to the value in the static regime between 2.13 – 2.97 times, for the static 

load G1 = 2250 N, respectively between 1.13 – 2.39 times, for the static load G2 = 

4500 N; the drastic decrease in the thickness of the lubricant film in the area 

corresponding to the moment of the shock is noted, with the observation that 

retention of the lubricant film is observed in the contact area;  

• by increasing the spindle speed to 600 rpm, the increase in the electrical resistance 

of the lubricant film is noticeable; the lower the static load, the higher the resistance 

of the lubricant film (1.19 times higher in the case of G1 = 2250 N than in the case 

of G2 = 4500 N); 

• with the application of the dynamic load for n = 600 rpm, a decrease in the average 

value of the lubricant film resistance is observed in relation to the value in the static 

regime between 10.7 – 12.11 times, for the static load G1 = 2250 N, respectively 

between 9.93 – 10.42 times, for the static load G2 = 4500 N; 

• at the spindle speed of 960 rpm, when the dynamic load is applied, there is a decrease 

in the average value of the lubricant film resistance in relation to the value in the 

static regime between 18.7 and 22.67 times, for the static load G1 = 2250 N, 

respectively between 12.87 – 19.81 times, for the static load G2 = 4500 N. 
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Abstract: Recently, the Filter Bank Multi-Carrier with Offset-QAM modulation (FBMC-

OQAM) system proved to be a strong candidate wave that can replace the conventional 

OFDM (Orthogonal Frequency Division Multiplexing) through several properties in future 

mobile generations (5G and 5G+). However, it faces a significant issue, which is high 

Peak-to-Average-Power-Ratio (PAPR) as all advanced waveforms. Many researchers 

have proposed either hybrid or non-hybrid techniques adapted to the FBMC-OQAM 

structure to minimize the PAPR parameter. Nevertheless, all of these techniques suffer 

from high complexity, which is a significant challenge in practical implementations. 

Therefore, in this paper, we propose two alternative low-complexity approaches, TD and 

TC, to effectively mitigate the PAPR problem in FBMC-OQAM systems. Both proposed 

hybrid schemes achieve superior PAPR performance compared to the conventional TR and 

very competitive results in comparison to the existing literature algorithms while requiring 

less computational complexity. 

 

 

 

1. INTRODUCTION 

 

 In recent times, the regular growth of collective needs has forced numerous technical 

challenges that need to be addressed to effectively realize the user requirements for wireless 

communication services, as well as high spectral, energy efficiency, and connectivity. For 

this reason, the physical layer of modern wireless communication systems has evolved a lot, 

which has allowed the development of this sector in a dizzying way. For example, in the 4G 

standard OFDM waveform is implemented [1]. It has been a popular choice among 

communication systems. Nevertheless, the OFDM waveform is not appropriate for highly 

developed radio systems due to a few limitations, such as high latency and low spectral 
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efficiency. Consequently, it has become important to look for another alternative to the 

conventional OFDM for 5G and 5G+. Up to date, numerous new filtered waveforms, such as 

F-OFDM [2], FBMC [3], [4], GFDM [5], and UFMC [6], have been suggested for 5G and 

5G+ [7]. Among these waveforms, Filter Bank Multicarrier modulation (FBMC-OQAM) is a 

strong candidate waveform for 5G and 5G+ applications, based on filter bank treatment to 

ensure better spectral efficiency than OFDM. However, as with all multicarrier systems, high 

PAPR is considered a serious problem in FBMC-OQAM [8]. This problem reduces the power 

efficiency of the high-power amplifier. To avoid this crucial issue, we need some PAPR 

reduction algorithms. In the literature, we can find several algorithms that are adopted for 

each waveform, whether for OFDM or FBMC. At present, a lot of interest is being given to 

the FBMC-OQAM PAPR mitigation issue since a large number of published papers are 

interested in PAPR reduction in FBMC-OQAM. In [9], the authors proposed a new TR 

scheme for the FBMC/OQAM structure. In [10], the authors recommended a joint solution 

founded on ACE and the Tone Reservation techniques for high peak power mitigation. H. 

Wang and al., in reference [11], offered a combined PAPR mitigation technique for 

FBMC/OQAM built on MDB-PTS and Tone Reservation scheme to ensure better PAPR 

reduction. In [12], the authors proposed a new approach for high peak power mitigation in 

FBMC/OQAM founded on SLM and MDB-PTS methods to achieve better PAPR reduction 

while maintaining good BER performance. Z. He in [13] has proposed a low complexity 

Partial Transmit Sequence (PTS) method for PAPR mitigation in FBMC-OQMA signals. S. 

Ren and al., in [14], suggested a low complexity algorithm that combines SPTS and TR to 

enhance the PAPR mitigation. D. Kong in [15] has introduced a novel Discrete Fourier 

Transform (DFT)-based PTS technique that effectively reduces the PAPR of the system while 

maintaining good BER performance. The authors in [16] and [17] recommended two hybrid 

schemes, TR&DC and TR&Compd for low PAPR in FBMC-OQAM systems. In [18], the 

authors suggested an optimized PTS technique using Discrete Swarm Optimization (DSO) to 

achieve better PAPR reduction performance. M. Ango and al., in [19] recommended an 

enhanced-PTS with a low complexity search algorithm to minimize the PAPR. In [20], the 

authors proposed a new SLM approach founded on a modified forest optimization algorithm 

for PAPR reduction in the FBMC system. M. Hussein and al., in reference [21], offered an 

improved harmony search optimization for hybrid Clipping-PTS PAPR reduction in the 

FBMC system. The authors in [22] recommended a new hybrid approach based on 

companding and PTS methods for PAPR reduction of 5G waveforms. 

In this study, we shed light on the hybrid PAPR minimization class by presenting new 

alternative algorithms with the aim of decreasing the PAPR in FBMC-OQAM systems 

without added computational complexity. The paper is structured as: In Section 2, the FBMC-

OQAM and PAPR are presented. In Section 3, the principle of Tone Reservation is addressed, 

and the suggested algorithms are outlined. In Section 4, the simulation results are discussed. 

The last part marks some conclusions. 
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2. FBMC SYSTEM 

 

 The FBMC-OQAM system has been the subject of extensive research. It is observed 

to be a potential wave in future wireless communication systems. Contrary to the CP-OFDM 

waveform, FBMC modulation is an efficient PHY-layer with inherent ability under spectral 

coexistence scenarios. This has led to the exploration of FBMC-OQAMA in various 

applications, including MIMO systems [23], 6G networks [24], and even indoor optical 

wireless communications using LIFI technology [25]. The FBMC-OQAM signal is formed 

by using a group of sub-carriers, which are filtered by a group of filters. The transmitted 

FBMC-OQAM [26], symbol and M transmitted symbols are written, respectively as: 

𝑢𝐹𝐵𝑀𝐶(𝑡) = ∑[𝑅𝑚
�̇� 𝛽(𝑡 − 𝑚𝑇) + 𝑗𝐼𝑚

�̇� 𝛽(𝑡 − 𝑚𝑇 −
𝑇

2

𝑁−1

𝑛=0

)]𝑒𝑗𝑛(
2𝜋
𝑇

𝑡+
𝜋
2
)                          (1) 

𝑈(𝑡) = ∑ 𝑢𝐹𝐵𝑀𝐶(𝑡)

𝑀−1

𝑚=0

,        0 ≤ 𝑡 ≤ (𝑀 + 𝜀 −
1

2
)𝑇                                      (2) 

Where: The imaginary and real parts of the 𝑚 𝑡ℎ symbol on the 𝑛 𝑡ℎ sub-carrier are 

represented by𝑅𝑚
�̇�  , 𝐼𝑚 

�̇� . The PHYDYAS filter [4] is denoted by𝛽(𝑡). 

Figure 1 shows a schematic of FBMC/OQAM symbols repartition. Every symbol has 

a time delay that is distributed alternatively between the real and imaginary parts. Each data 

block spans over 4.5 𝑇 because of the employment of OQAM modulation and filter bank 

technique. To estimate the peak to average power ratio (PAPR) of the filter bank signal, the 

stable part of the signal is considered, which is defined from (𝜀 + 1/2)𝑁/2 to 𝑀𝑁 + (𝜀 +

1/2)𝑁/2  (see Fig. 1). This part contains 𝑀𝑁 samples, which is then separated into 𝑀 

intervals of duration 𝑇. Consequently, the PAPR of every interval is estimated using equation 

(3). To analyze the dynamic of filter bank signals, we exploit the CCDF given by equation 

(4). 

𝑃𝐴𝑃𝑅 (𝑑𝐵) = 10𝑙𝑜𝑔10

𝑚𝑎𝑥𝑖𝑡≤𝑡≤(𝑖+1)𝑇(|𝑈(𝑡)|2)

𝐸(|𝑈(𝑡)|2)
                                       (3) 

𝐶𝐶𝐷𝐹 (𝑃𝐴𝑃𝑅) =  𝑃𝑟(𝑃𝐴𝑃𝑅 > 𝑃𝑇)                                                  (4) 

 

 

3. ALTERNATIVE SCHEMES  

 

3.1. Tone reservation 

 

TR is a PAPR mitigation strategy [27], for any multicarrier design, such as FBMC and 

CP-OFDM waveforms. TR is based on canceling out high peaks through the use of some 
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reserved tones that are orthogonal to the data tones and do not convey any useful data. The 

TR scheme subsists of adding a time-domain signal 𝐶𝑟(𝑡) to the initial signal 𝑈(𝑡)to reduce 

the PAPR. Though the resulting PAPR of (𝑈(𝑡) + 𝐶𝑟(𝑡)) must be lower than the initial PAPR 

of 𝑈(𝑡). The foremost advantage of the tone reservation strategy is its effectiveness and 

simplicity in reducing the envelope fluctuation in filter bank symbols. On the other hand, 

various trade-offs must be considered, for example, the number of iterations, PRTs, and 

numerical complexity. The following describes the step-by-step process of the Tone 

Reservation mechanism for FBMC-OQAM data blocks: 

 

Algorithm 1: TR algorithm 

 

1 Indicate the amount of  PRT 𝒁 , and iteration 𝑰  and the clipping level 

𝜸, for TR; 

2 Generate 𝑼(𝒕) FBMC-OQAM signal by using Eq (1) and Eq (2); 

3 Clip 𝑼(𝒕) signal at 𝜸 as : 

𝑼(𝒕)̅̅ ̅̅ ̅̅ = {
𝑼(𝒕)                          |𝑼(𝒕)| ≤ 𝜸

𝜸𝒆𝒋𝝋𝒖                       |𝑼(𝒕)| > 𝜸
           

4 Compute the clipping noise as:  𝒆(𝒕) = 𝑼(𝒕)̅̅ ̅̅ ̅̅  –𝑼(𝒕); 

5 Switch it to the frequency domain  𝑬(𝒇); 

6 Re-modulate 𝑪(𝒇) to form 𝑪𝒓(𝒕); 
7 Add  𝑪𝒓(𝒕) to 𝑼(𝒕) to get the TR-FBMC-OQAM; 

8 Compute the PAPR of 𝑼𝑻𝑹(𝒕) signal by using Eq (2); 

 

 

Fig. 1. FBMC-OQAM symbols repartitions. 

 

3.2. TD and TC Schemes 

 

 The high peak to average power ratio (PAPR) in filter bank multicarrier symbols can 

present a major challenge in wireless systems. This issue has been tackled with various 

techniques of PAPR mitigation, but many of them entail increased complexity and cost. In 
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general, higher numerical complexity requires higher energy consumption for signal 

processing. Therefore, optimizing this parameter is important for reducing power 

consumption and prolonging the battery life of mobile devices. The main spotlight of this 

study is to reduce the PAPR in FBMC-OQAM symbols in a simple and effective way without 

additional complexity and without BER degradation. For this, we present our proposed 

algorithms, TR&DC (TD) [16] and TR&Compd (TC) [17]. Both suggested schemes are based 

on TR method [11], [14] with two other boosters’ techniques deep clipping (DC) [28], and 

Mu-Law [29] (see Fig. 2), to improve the PAPR reduction in filter bank systems. These two 

methods are very effective in reducing the dynamic range of multicarrier signals. Both 

methods TD and TC, (see Fig. 3), share the same first step, which is the tone reservation (TR) 

process, they differ in the second step. In the TD algorithm, TR-FBMC-OQAM symbols are 

clipped by deep clipping (DC) [28]. In a detailed way, we can say that TR can minimize the 

dynamic range of FBMC symbols but cannot cancel all peak power. For this, we recommend 

the use of the deep clipping function (DC) which is a simple and enhanced version of clipping 

to deeply clip high amplitudes, and to get better PAPR reduction. To control the depth of 

clipping, a parameter known as the clipping depth factor has been provided (see Fig. 2).This 

suggested TD technique for PAPR reduction combines the efficiency of the first stage (TR) 

with the reduced computational complexity of the second step (DC), providing improved 

PAPR reduction without added complexity. To not impact our signal, we used the optimal 

values of depth clipping and the clipping level for DC fonction to maintain the best BER 

performance (see Table 2). The main contributions of TD are: Firstly, compared to the TR 

algorithm, we use a small number of iterations and tones to have a relatively low PAPR 

FBMC signal. Then, adopt the deep clipping (DC) method to provide efficient PAPR 

minimization without added computational complexity and easy implementation. Secondly, 

compared to existing hybrid PAPR minimization algorithms in the literature, we find that the 

majority of works use very complex algorithms such as ACE-TR hybridization, PTS-TR, 

SLM-PTS and SLM-TR, which require a large number of operations (IFFT/FFT), as well as 

Side Informations ‘SI’ transmission for SLM and PTS. So in TD, we don’t need to send SI, 

and we only need two operations (IFFT/FFT) to generate a correction signal (1 iteration), 

which could be advantageous for reducing algorithm complexity. Thirdly, we can adjust the 

depth factor, clipping threshold and TR parameters (Z, I) to achieve a compromise between 

computational complexity, PAPR reduction and BER perfomance. 

 On the other hand, in TC, as a second step after TR, we apply the Mu-Law [29] 

mechanism, which is a simple and effective companding technique to correct more all TR 

data blocks to ensure better PAPR reduction. Mu-law compandig is an amplitude limiting 

scheme that is easy to implement in any digital system.various forms of nonlinear 

companding, such as A-law and Mu-law are studied in the literature. Through the use of 

various functions, the companding technique reduces the PAPR by compressing high 

amplitudes and expanding lower ones. The contributions of TC are: Firstly, we run the TR 
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with low iteration times and tones to obtain FBMC signals with low PAPR, then we apply the 

Mu-Law companding function to give a better reduction. Secondly, if we compare the 

scientific work based on the Mu-Law in the literature, we find that all the articles use very 

large ∂ values (Mu-law ratio), for example: ∂ = 255, which degrades the BER of the system 

due to the compression processes, so in our algorithm, we have proved that with a small value 

of ∂, we can have an excellent reduction, as in our case ∂ = 1. This benefits distortion 

reduction. Thirdly, the TC algorithm is remarkably flexible in terms of parameter adaptation 

(∂ parameters of the Mu-Law and other TR parameters such as (Z, I)) to achieve a compromise 

between PAPR reduction, reduced complexity, and BER quality. Finaly, we can say that to 

achieve the best results for both TD and TC schemes, we have to select the optimal 

combination of parameters because if we increase I, the complexity will increase, and if we 

use a large number of Z we will lose the bit rate, and if we use large values of clipping level 

and compandig parameter, we will degrade the BER performance. 

 The proposed schemes TD and TC for FBMC-OQAM symbols PAPR mitigation 

follow algorithm 2. In the following section, we estimate the performance of the three 

algorithms (TR, TD, and TC) and compare them. 

 

Fig. 2. (a) Deep clipping and (b) Mu-law companding. 

 

 

Fig. 3. TD and TC PAPR mitigation treatments. 
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Algorithm 2: Alternative Algorithms 

1. STEP I:TR 

2. Indicate the clipping level 𝜸, the number of reserved tones Z and iteration 

I for TR; 

3. Generate 𝑼(𝒕) FBMC-OQAM signal by using Eq(1) and Eq(2); 

4. Clip 𝑼(𝒕)  signal at 𝜸 : 

𝑼(𝒕)̂ = {
𝑼(𝒕)                          |𝑼(𝒕)| ≤ 𝜸

𝜸𝒆𝒋𝝋𝒖                       |𝑼(𝒕)| > 𝜸
           

5. Generate  𝑪𝒓(𝒕)  signal by : 

• Compute  the clipping noise 𝒆(𝒕) = 𝑼(𝒕)̂ –𝑼(𝒕); 

• Switch it to the frequency domain  𝑬(𝒇); 

• Re-modulate 𝑪(𝒇) to get 𝑪𝒓(𝒕); 

6.  Add  𝑪𝒓(𝒕) to 𝑼(𝒕)  to get 𝑼𝑻𝑹(𝒕); 

7. STEP II:  

▪ For TD  

8. Clip  𝑼𝑻𝑹(𝒕) by DC mechanism at a clipping level 𝑫 and the clipping-

depth factor𝝁. 

𝑼(𝒕)̌𝑻𝑫 =

{
 
 

 
 

𝑼𝑻𝑹(𝒕)                           |𝑼𝑻𝑹(𝒕)| ≤ 𝑫

𝑫 − 𝝁(𝑼𝑻𝑹(𝒕)–𝑫)          𝑫 < |𝑼𝑻𝑹(𝒕)| ≤
𝟏 + 𝝁

𝝁
𝑫

𝟎                            |𝑼𝑻𝑹(𝒕)| >
𝟏 + 𝝁

𝝁
𝑫

  , 𝟎

≤ (𝑴 + 𝜺 −
𝟏

𝟐
)𝑻  

▪ For TC 

9. Apply Mu-Law  to the𝑼𝑻𝑹(𝒕) signal as: 

𝑼𝑻𝑪(𝒕) =
𝑱 𝐥𝐨𝐠 (𝟏 +

𝝏|𝑼𝑻𝑹(𝒕)|
𝑱

)

𝐥𝐨𝐠(𝟏 + 𝝏)
𝒔𝒈𝒏(𝑼𝑻𝑹(𝒕))         

10. STEP III:PAPR CALCULATION 

11. Determine the PAPR of TD&TC-FBMC-OQAM using equation (4). 
 

3.3. Complexity analysis  

 

 The numerical complexity was the main priority for both proposed TD and TC 

techniques due to the importance of this parameter in the energy consumption of FBMC 

systems. In this work, the complexity is evaluated in terms of the complex multiplications 

required for all 𝑀 data blocks in an FBMC-OQAM frame. The compared systems use the 

same structure for Modulation and Demodulation. We consider that the complexity of an 

IFFT/FFT of N-point is 𝑁𝑙𝑜𝑔2𝑁, and the complexity of PPN is 𝜀𝑁 (𝜀 is the overlap factor for 

PHYDYAS filter). Both algorithms are essentially based on TR treatment, so we can say that 

the complexity of TD and TC depends on the calculation of the attenuation signal in the time 

(𝑐) and frequency (𝐶) domains. More clearly, in each iteration of TR, the estimation of 𝐶 and 

𝑐 requires two IFFT/FFT operations and two PPNs in order to compute the correction signal. 

The complexity of the TR for one iteration and 𝑀 data blocks is reported in Table 1. 
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Moreover, in TD and TC, the deep clipping and Mu-law function (no iterations) do not add 

complexity to the TR algorithm. However, the complexity of TD and TC presents the same 

complexity as TR, which unfortunately increases with the number of iterations of this 

technique. 

 

Table 1. Complexity of the proposed algorithms. 

Algorithms Majors operations in 1 

iteration TR 

Temporal complexity  

TR 2 x (IFFT/FFT) et 2 x (PPN) MI[2 x O (N log2 N)+2εN] 

TD 2 x (IFFT/FFT) et 2 x (PPN) MI[2 x O ( N log2 N)+2εN]  

TC 2 x (IFFT/FFT) et 2 x (PPN) MI[2 x O ( N log2 N)+2εN] 

 

 

4. SIMULATION RESULTS 

 

 In this section, we present some numerical results for the three methods (TD, TC, and 

TR) using the most merit criteria for PAPR reduction methods in literature, which are CCDF, 

PSD, BER, complexity, SI and debit loss. Simulations are guided for an FBMC-OQAM 

system based on 4-OQAM modulation, 64 subcarriers, 16 data blocks, and a prototype filter 

named PHYDYAS with (𝜀 = 4) is used. The simulation environment is shown in Table 2.  

 

  Table 2. Simulation parameters for TR, DC and Mu-law. 

Parameters  Values 

Reserved tones Z=8 

Iteration times  I=8 

Clipping level for TR γ=2.1 

Clipping level for DC D=3 

Depth factor for DC µ=0.6 

Mu-law ratio ∂ =1 
 

4.1. CCDF 

 

 The CCDFs comparison of TD, TC, and TR is shown in Figure 4, with a fixed 

threshold for the three algorithms equal to 2.1 𝑑𝐵 and a fixed number of iterations, PRTs (𝐼 =

8, 𝑍 = 8). From the CCDFs curves, we can observe that when the CCDF is 10−3, among three 

mechanisms TD, TC and TR, TC algorithm decreases by a gain equal to 4𝑑𝐵, TD decreases 

by 3.5dB, while TR decreases the PAPR by 3𝑑𝐵. It can be noted that the TC performs better 

than the TD and TR in terms of PAPR reduction. Figure 5 presents the CCDFs of the TD with 

𝐼 = 12 iterations, TC with 𝐼 = 6 iterations, TR with 𝐼 = 12 iterations and the original FBMC-

OQAM signal. We can notice that TC reduces the PAPR by 3.8 𝑑𝐵 with only six iterations. 

Closer gain is reached with TD method however, with 𝐼 = 12. We can notice that TC with a 

small number of iterations (6) has a superior gain compared to TD. This means that using the 
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TC algorithm with only 6 iterations resulted in a larger improvement in terms of numerical 

complexity compared to using the TD algorithm. Therefore, it is always recommended to 

thoroughly evaluate the performance of different algorithms with different parameter settings 

on a given task before making a final decision on which algorithm to use in practice. 

 

4.2. BER 

 

Figure 6 illustrates the BER performance of the proposed techniques TD and TC in 

an AWGN channel in the case of absence of HPA and by using the same simulation 

parameters as in Table 2. From the figure, we find that the proposed algorithms present good 

results in terms of BER, which are close to each other and to the BER of the original FBMC 

signal. In other words, we can say that our algorithms do not degrade the BER performance 

before the non-linear amplification. 

 

Fig. 4. CCDF measurements of the TD, TC and TR methods with eight iterations. 

 

Fig. 5. CCDF measurements of the TD, TC and TR methods with different iteration time. 
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Fig. 6. BER performance of the TD, TC and TR methods in AWGN channel. 

 

4.3. PSD 

 

In our investigation, we also carried out simulations in terms of PSD for TD, TC, TR, 

and FBMC-OQAM original without the presence of an HPA. From figure 7, we can clearly 

see that the PSD of TC and TD coincide with the FBMC-OQAM signal without PAPR 

reduction. We can note that our suggested methods for PAPR reduction do not increase the 

PSD for the FBMC-OQAM symbols in the case of absence of non-linear HPA. 

 

 

Fig.7. PSD performance of the TD, TC and TR methods. 
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4.4. Discussion  

 

 To complete our investigation, we have introduced a comparative table (see Table 3) 

of the CCDF, BER performances, and complexity of TD and TC and three cited methods, 

Hybrid PTS/TR [11], M-Hybrid [11] and Sparse PTS/TR [14]. From the table, we can say 

that in the case of an FBMC system with 4-OQAM modulation, 64 subcarriers, 16 data blocks 

and a prototype filter of size 4𝑇, the Hybrid PTS/TR, M-Hybrid, and Sparse PTS/TR can 

achieve a significant reduction of PAPR. Also, the proposed TD and TC methods can reduce 

PAPR considerably. It is clear that TC outperforms Sparse PTS/TR by 0.01𝑑𝐵, Hybrid 

PTS/TR by 0.15𝑑𝐵 and M-Hybrid by 0.05𝑑𝐵. According to references [11] and [14] and 

Table 3, we recall that the proposed and cited algorithms do not cause any BER distortions. 

We have already demonstrated that the complexity of our algorithms TD and TC is always 

equal to the complexity of TR (see Table 1). According to reference [14] and Table 4, both 

PTS techniques have high complexities, and in the hybrid case, the complexity will increase. 

Therefore, we can say that the cited algorithms have very high complexity. The results of this 

study demonstrate that the proposed TD and TC algorithms are effective techniques for PAPR 

reduction in FBMC systems. Our finding proved that these algorithms outperform the existing 

methods in terms of complexity and PAPR reduction while not introducing any BER 

distortions or requiring additional information ‘SI’ transmission. 

 

Table 3. Comparative PAPR values, BER loss at 10−3 and complexity of proposed and cited 

methods. 

Algorithms Parameters Performances 

PAPR [dB]  

(CCDF=10-3) 

BER loss 

[dB] 

Complexity  

TR  Z=8, γ=2.2 I=8 I=4 0 𝑪𝑻𝑹 

7.77 8.75 

TD Z=8, γ=2.2, D=3, μ 

=0.6 

I=8 I=4 0 𝑪𝑻𝑹 

7.00 / 

TC Z=8, γ=2.2, ∂=1 I=8 I=4 0 𝑪𝑻𝑹 

6.36 7.15 

Sparse PTS/TR 

[14] 

Z=8, γ=2.2, K=8, 

S=4 

I=8 I=4 0 𝑪𝑺𝑷𝑻𝑺+𝑪𝑻𝑹 

6.46 / 

Hybrid PTS/TR 

[11] 

Z=8, γ=2.2, S=4 I=8 I=4 0 𝑪𝑷𝑻𝑺+𝑪𝑻𝑹 

/ 7.30 

M-Hybrid [11] Z=8, γ=2.2, S=4 I=8 I=4 0 𝑪𝑷𝑻𝑺+𝑪𝑻𝑹 

/ 7.20 

 
Table 4. Complexity of sparse PTS and segmental PTS. 

Methods  Real-Multiplications Real-Additions  

Sparse PTS 𝐾𝑆(2𝑆 + 1) 2𝐾𝑆(𝑆 − 1)(2𝑆 + 1) 

Segmental PTS 𝑀𝑁𝑆(2𝑆 + 1) 2𝑁𝑀(𝑆 − 1)(2𝑆 + 1) 
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 Where S is the number of sub-blocks, M is the number of data blocks, N is the number 

of subcarriers, and K is the number of iterations of Sparse PTS. 

 In the end, to recap our investigation, we propose a comparative table. Table 5 

compares the performance of various PAPR mitigation algorithms in the FBMC structure. 

The algorithms are compared on five criteria: SI, BER, PAPR, complexity, and debit loss. 

From Table 5, we note that our suggested TD and TC algorithms are less complex, and do not 

require supplementary information (SI) compared to the cited techniques. They are very 

competitive with hybrid algorithms in the literature in terms of PAPR reduction and do not 

degrade the BER. However, they introduce bit rate loss like all probabilistic techniques (PTS 

and SLM). 

 

Table 5. Comparative study of proposed and cited algorithms. 

Algorithms SI BER 

Destruction 

PAPR 

Reduction 

Complexity Debit loss 

  TR  No No Moderate Moderate Yes  

TD No No High Moderate Yes  

TC No No  Very high  Moderate Yes  

Hybrid PTS/TR [11] Yes  No  High Very high   Yes  

Sparse PTS/TR [14] Yes  No  Very high  Very high  Yes  

M-Hybrid [11] Yes  No  High Very high  Yes  
 

 

5. CONCLUSION 

 

 In this paper, two alternative algorithms TD and TC, for PAPR mitigation in FBMC-

OQAM systems were suggested. Simulation results demonstrated that the proposed 

algorithms present a good compromise between the capacity of PAPR reduction, complexity, 

BER performance and other metric criteria. In addition, for both methods, we can adjust the 

simulation paramters to get the optimal performance. Moreover, the numerical results are 

very competitive in terms of PAPR reduction with the cited algorithms in the literature and 

without additional complexity. The proposed algorithms are expected to be suitable for 

various communication systems, including 5G and beyond, where high-speed data rate and 

low latency are required. As a future work, we will involve testing TD and TC algorithms in 

practical scenarios and exploring their potential for integration with other methods for 

improved performance. 
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Abstract: The development of IoT applications generally relies on centralized 

architectures, whether they use solutions based on cloud or on premises environments, 

usually operated by a single entity. However, recent technologies and the increasing 

number of interconnected intelligent devices are driving new approaches, the essential 

requirements being scalability and fault-tolerance. This work studies an alternative 

concept based on a decentralised architecture useful in several scenarios and focuses on 

available technologies for potential practical implementations.  

 

 

 

1. INTRODUCTION 

 

 If IoT devices record data locally for later access by other processes, scalability and 

access time problems arise due to the volume and rate of data generation. A particular solution 

is provided by time-series databases, but cloud storage is the most common storage for IoT 

data [1]. This offers the advantage of easy access to data from anywhere and anytime, as well 

as the possibility of mass storage. By example, Hadoop is an open-source framework for 

storing and processing data in large sets, distributed on several servers. It can manage large 

volumes of structured and unstructured data, being a suitable solution for data generated by 

IoT equipment. 

For latency-sensitive and real-time applications, new paradigms have been developed. 

In Edge computing the data is stored and processed at the "edge" of the network, close to 

where it is generated. This reduces latency and allows for a faster response to data. Fog 

computing storage is a mix between edge computing and cloud storage. In a fog computing 



Carpathian Journal of Electrical Engineering                        Volume 17, Number 1, 2023 

64 

model, data is primarily processed at the "edge" of the network but can also be sent to the 

cloud for storage and further processing [2]. Storage on gateways: gateways are devices that 

connect individual IoT devices to the Internet. They can store data from multiple devices, 

allowing pre-processing and data management. Decentralized storage: approach where data 

generated by IoT devices is stored in a distributed network of nodes, rather than concentrated 

in one centralized location. This model provides scalability, resilience and fault tolerance, 

and with the help of advanced blockchain technology, users can improve data privacy and 

maintain sovereignty over their data. 

 

 

2. BACKGROUND 

 

 In modern distributed systems the concepts of consistency, availability and partition 

tolerance play a crucial role in the design and implementation of scalable and fault-tolerant 

systems. These concepts are essential to understanding and managing decentralized storage, 

where data is distributed over a global network of nodes.  

 Consistency is ensured by implementing protocols and algorithms that coordinate and 

synchronize actions between network nodes. Among the most important consensus protocols 

studied are Paxos, Raft, Byzantine Fault Tolerance (BFT), Practical Byzantine Fault 

Tolerance (PBFT), Zab [3]. With the development of blockchain systems, each system 

perfected a specific protocol, the most famous being Proof of Work (PoW) for Bitcoin or 

Proof of Stake (PoS) for Ethereum (and not only).  

 But each distributed system can provide just two of three fundamental properties, not 

all three at the same time. Specifically, the CAP theorem [4], formulated by Eric Brewer in 

2000, states that in a distributed system, consistency (C), availability (A), and partition 

tolerance (P) cannot be achieved simultaneously. Another theorem developed by Michael J. 

Fischer, Nancy A. Lynch, and Michael S. Paterson in 1985(FLP theorem) [5], states that in 

an asynchronous distributed system, where nodes can fail by stopping processing, there is no 

a deterministic distributed algorithm to make a safe decision when a decision node may fail.  

 

2.1. Distributed ledgers 

 

 Distributed Ledgers are a form of data recording that does not require a central 

authority but uses a distributed network of nodes to validate and store information. There are 

various types of distributed ledgers, but most approaches refer to blockchains. Two other 

important approaches are DAG (Directed Acyclic Graph) and Hashgraph [6], each with 

distinct features and applications. Blockchain is basically a kind of linked list where 

transaction information is stored in sequential blocks. In blockchain, data is immutable, 



Carpathian Journal of Electrical Engineering           Volume 17, Number 1, 2023 

65 

meaning that once a transaction is recorded in a block and added to the blockchain, it cannot 

be changed or deleted.  

Some outstanding features of these technologies relate to digital signatures, distributed 

consensus and smart contracts. Distributed ledgers are implemented on the Internet, so 

participants are assumed not to trust each other by default, and this is where hashing 

technologies and public key cryptography come into play. 

 

2.2 Smart contracts 

 

 A smart contract is a piece of code that runs on the blockchain and is recorded in a 

block of the chain. The largest number of smart contracts are registered in the Ethereum 

network (in 2022 there were about 44 million1, although only 15 million were original and 

functional); many other networks have developed similar technologies in various 

programming languages such as Solana, Cardano, Polkadot, Algorand, Hyperledger, Stellar, 

Arbitrum, Optimism, Cosmos.  

 In Ethereum a smart contract has its own persistent data storage that can be modified 

by specific transactions (calling methods from the smart contract). Anyone with an Ethereum 

account can initiate a transaction that calls a method on the contract and can change its state. 

In fact, when a user changes the value of a (state) variable, that transaction returns a new state 

of the contract, which will be recorded with the transaction that called the contract. 

 Information about contract states is stored in a trie data structure: Merkle Patricia Tree 

(MPT) [7]. Like in a radix tree in MPT the key is split into sequential characters; in the lookup 

procedure each character of the encoded key is used to match the encoded path. Updating a 

value only involves recalculating the affected paths in the tree, not the entire tree. A new 

transaction that will modify the same variable will not require a node to go through the entire 

transaction history in the blockchain. 

 

2.3 Decentralized storage 

 

 In the decentralized storage method, the data is distributed over several nodes, often 

in a peer-to-peer (P2P) network, avoiding concentration in a single location (single point of 

failure) and avoiding the control of a single centralized entity.  

 The outstanding example is the Inter-Planetary File System (IPFS) which defines both 

a protocol and a P2P file system to store and share content on the Internet. IPFS use content 

addressing: each piece of content is addressed by a unique cryptographic hash named Content 

Identifiers (CIDs) and generated based on the content. 

 A distinctive attribute of P2P (Peer to Peer) systems, which include both blockchain 

and IPFS, is the use of the Distributed Hash Table (DHT) [8] protocol. It offers a scalable 

way of organizing without the need for a centralized server. The nodes are arranged in a ring 
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configuration, they can enter and exit the system without significantly disrupting the 

operation. 

 When a node joins the IPFS network, it generates a pair of public and private keys, 

and the public key is used to identify the node in the network. The node must connect to 

another node in the DHT, usually a bootstrap node that provides information about other 

nodes in the network. It is an entry point to the network for new nodes or those that want to 

reconnect. The address of a bootstrap node is often recorded in the source code because these 

nodes are constantly available and accessible to ensure network stability. Following the 

connection request the new node will be able to build a routing table and which nodes it 

should connect to directly. Based on a finger table neighboring nodes will update a replica of 

records to ensure the appropriate level of redundancy. 

 

2.4 Decentralized applications 

 

 A web application can interact directly with Ethereum via a local Ethereum node (with 

JSON-RPC) or via a Web3 service provider (such as Infura, Alchemy, Chainstack, 

QuickNode or BlockDaemon). The most popular JavaScript library used in these operations 

is Web3.js. The web application creates a Web3.js instance and connects to Metamask to 

communicate with the Ethereum network. Metamask is a browser extension that allows users 

to interact with decentralized applications (DApps), being a digital wallet required to access 

the Ethereum network. Under these conditions, a web application can read and write data to 

Ethereum smart contracts, send transactions and receive events from the blockchain. 

 

 

3. EXPERIMENT AND RESULTS 

 

 The system architecture considered for the simulation includes the following possible 

components: IoT smart sensors provide messages in JSON format to devices with raw data 

pre-processing capability, for example gateway devices. They were simulated through a web 

application that logs the data to a decentralized storage system based on the IPFS protocol. A 

unique hash is generated for each file stored. This obtained CID is sent to a smart contract to 

be registered in the Ethereum blockchain. Later, for testing the data retrieval mechanism, a 

similar contract is used to obtain the CID based on data retrieved from IPFS. 

To implement the contract, the Solidity language was used (the latest version being 

0.8.24) with online IDE Remix. Each Ethereum user has a wallet that is identified by a specific 

cryptographically generated address. In this case Metamask (Chrome plug-in) was used to 

interact with the Web3 application. For the Ethereum Sepolia testnet network there are several 

online services (faucets) that offer free fractions of ETH coins for the purpose of testing 

applications. The user can send and receive cryptocurrencies (ETH or other tokens) and 
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interact with smart contracts to register, update or run. 

A smart contract is uploaded to the Ethereum network through a special transaction - 

contract creation transaction. Such a transaction will include the bytecode of the contract, the 

address of the sender - the user sending the transaction to the network. The recipient of the 

transaction is in this case the address 0x0, and the specified value is usually zero. The nonce 

is a number that increments with each sender transaction and is used to prevent duplicate 

transactions or to determine the order of transactions. Like any other transaction, it will 

contain the gas, which is the units of calculation needed to process the transaction, and the 

gas price, which is the rate paid for each unit of gas. 

After the contract becomes active, users can interact with it by sending transactions to 

the smart contract address and calling the functions and methods defined in the contract. The 

contract registration can be verified (like any other transaction) with Etherscan Explorer. It 

gives users access to detailed information about blocks, transactions, wallet addresses, smart 

contracts and more, which are stored on the Ethereum network. 

Essentially, once a transaction interacting with a smart contract is confirmed and 

included in a block, the contract state is updated to reflect the changes made by the 

transaction. Thus, when a user accesses a variable or calls a read function, the value is 

returned from the contract state, which is updated and maintained by each node in the 

network. 

 

 

Fig. 1. Smart contract fragment in Solidity 

 

A fragment of the smart contract is shown in fig.1 to allow a brief discussion on the 

working mechanism. This simple example smart contract written in Solidity allows users to 

save a string associated with their Ethereum address and retrieve it later. 

The mapping statement associates an Ethereum address (in this case of the user 

accessing the contract) with a string. The public variable will be accessible directly from 



Carpathian Journal of Electrical Engineering                        Volume 17, Number 1, 2023 

68 

outside the contract. The IoTDataSaved event is emitted whenever a user saves a string, thus 

allowing applications to react to on-chain events. function getData returns the string 

associated with the address of the user who called the function. The function is declared view, 

which means it will not change the state of the contract and only returns a value. 

In this example, there is no restriction limiting access to the contract's saveMetadata 

function. Thus, any user who owns an Ethereum address and has access to the Ethereum 

network can send a transaction to the smart contract address and record a string using the 

saveMetadata function. Each user who submits a string registration transaction will have their 

string saved within the contract associated with their Ethereum address. This means that each 

user can register and retrieve their own string using their Ethereum address. Multiple strings 

can be stored for each address: for example, a mapping of mappings, where the outer key is 

the user's address, and the inner key can be a unique identifier associated with each string.   

Data immutability on the blockchain does not mean that data cannot be updated, but 

rather that changes are made by adding new values or updating the state of the contract, and 

existing data remains intact and available for consultation transparently. There are three types 

of variables in the Solidity coding language: local variables, global variables and state 

variables (World State). Global variables hold transaction information and blockchain 

properties like sender or origin, but the state variables are permanently stored in the chain 

(smart contract storage). 

 

Table 1. Time and cost evaluation  

1 Time to write in IPFS (JSON 592 bytes) 1570 - 1748 msec 

2 Time to read from IPFS 695 - 1020 msec 

3 Cost of smart contract deployment  

(gas) Sepolia Ethereum Testnet 

0.00108179 eth 

0.00398563 eth 

4 Time to write in blockchain 5234 - 9263 msec 

5 Cost to write CID (IPFS hash) in 

blockchain 

0.00023343 eth 

0.00025173 eth 

6 Gas price 2.507532742 Gwei 

2.704124527 Gwei  

7 Time to read (46b) from blockchain 191 - 197 msec 

 

Updating a variable in a smart contract in Ethereum involves using a transaction 

recorded on the chain that will update the state of the contract. Thus, reading a variable does 

not require traversing the entire transaction history. 

Table 1 show the times for write and read and the gas used in this experiment; there 

are one billion gwei (Giga wei) to one ether and one quintillion wei (18 zeros) to one ether.  

Ethereum solves the problem of updating state variables through the concept of "world 

state". At a given moment, world state represents the current state of the smart contract. World 
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state is a mapping between the Ethereum addresses of accounts and the states of these 

accounts. When a smart contract is called and changes a state variable, the blockchain history 

is not changed, but the world state is updated to reflect the new values of the state variables. 

To implement these functionalities in an Ethereum node there is a database (usually LevelDB 

or RocksDB) that stores the world state. Regarding the large number of smart contracts (over 

45 million), Ethereum manages this by using gas. Each instruction executed in Ethereum 

requires a certain amount of gas, which is paid by the one who initiated the contract call .  

  

 

4. RELATED WORK 

 

 In recent years, more studies are oriented on introducing blockchain technology into 

the IoT applications – smart grids, smart cities, healthcare [9], supply chain and logistics, 

autonomous vehicles [10], decentralized identity [11].  

 In power systems blockchain can be used to build decentralized and secure P2P energy 

trading platform. An example of existing commercial implementations is PowerLedger. 

Relevant apps in smart grids are also secure metering and grid monitoring. The paper [12] 

presented two methods for voltage monitoring and storage. The authors considered that the 

centralised method is more vulnerable to attacks but the second decentralised solution using 

Ethereum IPFS and Python enhances security and relatively slow. 

 As decentralized storage solutions expand and improve, the prices of these services 

also become more affordable than cloud storage [13]. One of the most well-known storage 

providers using IPFS is Filecoin which operates a blockchain based on the FIL coin to provide 

incentives to participants. Thus, this mechanism does not require trust between the contractual 

parties. 

 Although the automatic monetization of IoT [14] data appears to be an attractive 

aspect for data owners, there are still serious regulations issues related to the recognition of 

cryptocurrencies. However, one promising aspect could be the introduction of Central Bank 

Digital Currencies (CBDC) [15]. 

 

 

5. CONCLUSIONS  

 

 In this paper we have reviewed some aspects related to decentralised data storage and 

the applications of these techniques for IoT systems. Most solutions use blockchain for access 

control and data recording in IPFS. We carried out a simple experiment by implementing a 

web solution with current technologies to analyze the flow of this technique. The level of 

complexity is higher than in the case of classical solutions, and the access time can be 
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restrictive for some applications. At the same time, offers benefits: transparency, enhanced 

data security, autonomy or monetization potential of IoT data. 
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Abstract: The model predictive current control stands out as a robust control strategy 

extensively applied in the enhancement of various industrial applications. Renowned for 

its capacity to handle multiple inputs and generate multiple outputs (MIMO), it is 

recognized for its consistently excellent performance and unique stable control techniques. 

However, the computational intensity required to remedy an optimization task at each time 

step poses a potential drawback, impacting its suitability for real-time control applications 

and potentially affecting system performance. This study introduces the concept of duty 

cycle optimization, leveraging the explicit integration approximation. This involves the 

application of rectangular voltage for both non-zero as well as zero within one control 

period to minimize current ripples in the grid-interactive system. Additionally, error 

minimization is achieved through the selection of the duration for the two-rectangular 

voltage. Experimental and simulation results validate the substantial reductions in ripple 

current as well as total harmonic distortion achieved through this approach. 

 

 

 

1. INTRODUCTION 

 

 To meet the growing electricity demands of end-users and enhance the current power 

generation capacity, an increasing amount of renewable energy, notably solar and wind power 

to a greater extent, is being integrated into the grids [1, 2].  
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Recently, the integration of renewable energy systems into the grid has been achieved 

by employing multilevel inverters. This choice is attributed to their benefits, including low 

electromagnetic compatibility and switching losses, as well as high voltage handling 

capabilities and waveform quality [3, 4, 24]. Multilevel inverters fall into three main 

categories: flying capacitor, diode-clamped, and cascaded H-bridge (CHB) [5-7]. Model 

Predictive Control (MPC) comes in two variations: Finite Control Set and Continuous Control 

Set. The former, recognized as a modern control technique, stands out for its capability to 

address variable constraints and nonlinearities within a system. Notably, it demonstrates swift 

control responses to dynamic systems and predicts the future characteristics of a system by 

minimizing a cost function [9, 10, 18]. Model Predictive Current Control (MPCC), falling 

under the umbrella of MPC, holds a distinguished status as one of the leading control methods 

for power converters [22, 23]. 

This paper focuses on designing Model Predictive Current Control (MPCC) with duty 

cycle optimization using the Explicit Integration Algorithm for a five-level three-leg three-

phase (FTT) cascaded H-Bridge (CHB) interactive inverter with LCL smoother output. To 

achieve a rapid dynamic response and enhanced steady-state performance, the utilization of 

both zero and non-zero rectangular voltages within a single control period is recommended. 

The duration of the non-zero rectangular voltage is determined based on the reduction of 

current error at the end of the subsequent control duration [14, 17, 18, 20]. The subsequent 

chapters of the paper are organized as follows: Chapter 2 delves into the five-level three-leg 

three-phase cascaded H-Bridge inverter with LCL smoother output. Chapter 3 introduces 

MPCC with duty cycle optimization based on explicit integration approximation. Simulation 

and experimental results are presented in Chapters 4 and 5 respectively. Finally, Chapter 6 

concludes the paper. 

 

 

2. FIVE-LEVEL THREE-LEG THREE-PHASE (FTT) CHB INVERTER 

FEATURING LCL SMOOTHER OUTPUT 

 

 Figure 1 illustrates a schematic diagram of a FTTCHB grid-interactive inverter with 

an LCL smoother output. Within the five-level cascaded inverter, each cell is distinct, having 

its own dedicated DC source and H-bridge inverter [7]. Each cell contributes 
𝑉𝑑𝑐

2⁄  to the 

total input DC voltage, denoted as 𝑉𝑑𝑐. Then each full-bridge inverter can switch between 

𝑉𝑑𝑐
2⁄ , 0, 

−𝑉𝑑𝑐
2⁄ . 

 The formula for voltage levels in relation to the number of output phases is provided 

as follows:  

       𝑚 = (2𝑛 + 1)                                                      (1) 
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where DC source is characterised by 𝑛 numbers of secluded DC sources. In a FTTCHB 

inverter, for one cell, the four switches 𝑆1, 𝑆2, 𝑆1
′  and 𝑆2

′  are controlled to generate three 

discreet outputs 𝑉𝑜𝑢𝑡 with levels   
𝑉𝑑𝑐

2⁄ , 0, 
−𝑉𝑑𝑐

2⁄ . When When 𝑆1and 𝑺𝟐
′ are on, the output 

is 
   𝑉𝑑𝑐

2⁄  ; when 𝑆2 and 𝑺𝟏
′ are on, the output is 

−𝑉𝑑𝑐
2⁄   ; when either pair 𝑆1 and 𝑆2 or 𝑺𝟏

′ and 

𝑺𝟐
′  are on, the output is 0 [8]. Therefore for having 2 separated DC sources, five possible 

voltage levels, 𝑉𝑑𝑐,  
𝑉𝑑𝑐

2⁄ , 0, 
−𝑉𝑑𝑐

2⁄ , −𝑉𝑑𝑐 are created. 

 

Figure 1. FTT CHB inverter 

 

The output rectangular voltage can be written as: 

 

𝑉 =
2

3
(𝑉𝑎𝑁 + 𝛼𝑉𝑏𝑁 + 𝛼2𝑉𝑐𝑁)                                      (2) 

 

where = 𝑒𝑗
2𝜋

3 , 𝛼 = −
1

2
+ 𝑗

√3

2
 , which represent 120o phase displacement between the phases: 

𝑉𝑎𝑁 , 𝑉𝑏𝑁 and 𝑉𝑐𝑁. The subscripts used denote the phase quantities of the inverter, and the 
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negative terminal of the DC link is represented by N [9], [24]. By replacing 𝑎 in equation (2) 

output voltage vector is calculated as follow:  

 

              𝑉 =
2

3
𝑉𝑎𝑁 − 

1

3
𝑉𝑏𝑁  +  j

√3

3
𝑉𝑏𝑁 − 

1

3
 𝑉𝑐𝑁 −  j

√3

3
𝑉𝑐𝑁                              (3) 

 

The calculation of the number of voltage level combinations 𝑘𝑚 is based on 𝑘𝑚 = 3𝑚. 

Therefore, considering all potential combinations of gating signals for two cells in the three-

phase CHB inverter, 125 switching states and corresponding 125 rectangular voltages are 

obtained (refer to Table 1). However, 64 of these rectangular voltages are redundant, leaving 

only 61 non-redundant rectangular voltages, as calculated below. 

 

𝑘𝑉 = 12𝐶2 + 6𝐶 + 1                                                    (4) 

 

 

Figure 2. Rectangular voltages for FTT CHB inverter 

 

C represents the number of cells in each leg of the CHB inverter, and 𝑘𝑉 denotes the quantity 

of non-redundant voltage vectors (refer to figure 2). 

As the impedance of 𝐶 is considerably larger than the impedance of 𝐿1 and 𝐿2, the 

current flowing through 𝐶 can be neglected. Thus, it can be expressed as [11]: 

 

 𝑖3 = 0, 𝑖1 = 𝑖2 = 𝑖                                                      (5) 
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The dynamics of the grid-side current for each phase can be expressed as follows: 

 

{
 
 

 
 𝑉𝑎𝑛 = 𝐿

𝑑𝑖𝑎

𝑑𝑡
+ 𝑅𝑖𝑎 + 𝑒𝑎

𝑉𝑏𝑛 = 𝐿
𝑑𝑖𝑏

𝑑𝑡
+ 𝑅𝑖𝑏 + 𝑒𝑏

𝑉𝑐𝑛 = 𝐿
𝑑𝑖𝑐

𝑑𝑡
+ 𝑅𝑖𝑐 + 𝑒𝑐

                                               (6) 

 

where 𝑅 represents the filter resistance and 𝐿 = 𝐿1 + 𝐿2. By substituting (6) into (2), a vector 

equation expressing the relationship between various parameters for the grid side can be 

formulated: 

 

𝑉 = 𝐿
𝑑(2 3⁄ (𝑖𝑎+𝑎𝑖𝑏+𝑎2𝑖𝑐))

𝑑𝑡
+ 𝑅(2 3⁄ (𝑖𝑎 + 𝑎𝑖𝑏 + 𝑎2𝑖𝑐)) + 2

3⁄ (𝑒𝑎 + 𝑎𝑒𝑏 + 𝑎2𝑒𝑐)         (7) 

 

where: 𝑎 = 𝑒𝑗
2ᴨ

3 , 𝑎 =  − 
1

2
 +  𝑗

√3

2
   , 𝑖 = 2

3⁄ (𝑖𝑎 + 𝑎𝑖𝑏 + 𝑎2𝑖𝑐) and 𝑒 = 2
3⁄ (𝑒𝑎 + 𝑎𝑒𝑏 +

𝑎2𝑒𝑐. Therefore, the system depicted in figure 1 can be represented by the differential 

rectangular equation: 

 

𝑉 = 𝐿
𝑑𝑖

𝑑𝑡
+ 𝑅𝑖 + 𝑒                                              (8) 

 

In this context, 𝑉 denotes the rectangular voltage produced by the inverter, 𝑖 represents 

rectangular current on the grid-side, and 𝑒 denotes the rectangular voltage on the grid-side 

[10]. 

Table 1. Rectangular voltages and their switching states 
 

𝑽𝒂𝑵 𝑽𝒃𝑵 𝑽𝒄𝑵 Voltage vector 𝑽𝒂𝑵 𝑽𝒃𝑵 𝑽𝒄𝑵 Voltage vector 𝑽𝒂𝑵 𝑽𝒃𝑵 𝑽𝒄𝑵 Voltage vector 

0 0 0 0 𝑉𝑑𝑐 −𝑉𝑑𝑐 0 𝑉𝑑𝑐 − 𝑗
√3

3
 𝑉𝑑𝑐  −𝑉𝑑𝑐 𝑉𝑑𝑐 0 − 𝑉𝑑𝑐 + 𝑗

√3

3
 𝑉𝑑𝑐 

0 0 𝑉𝑑𝑐 − 
1

3
 𝑉𝑑𝑐 − 𝑗

√3

3
 𝑉𝑑𝑐 𝑉𝑑𝑐 −𝑉𝑑𝑐 𝑉𝑑𝑐 

2

3
 𝑉𝑑𝑐 − 𝑗

2√3

3
 𝑉𝑑𝑐 −𝑉𝑑𝑐 𝑉𝑑𝑐 𝑉𝑑𝑐  − 

4

3
 𝑉𝑑𝑐 

0 0 
𝑉𝑑𝑐

2
 − 

1

6
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 𝑉𝑑𝑐 −𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 

5

6
 𝑉𝑑𝑐 − 𝑗

√3

2
 𝑉𝑑𝑐 −𝑉𝑑𝑐 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 − 

7

6
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐  

0 0 −𝑉𝑑𝑐 
1

3
 𝑉𝑑𝑐 + 𝑗

√3

3
 𝑉𝑑𝑐 𝑉𝑑𝑐 −𝑉𝑑𝑐 −𝑉𝑑𝑐 

4

3
 𝑉𝑑𝑐 −𝑉𝑑𝑐 𝑉𝑑𝑐 −𝑉𝑑𝑐  −

2

3
 𝑉𝑑𝑐 + 𝑗

2√3

3
 𝑉𝑑𝑐 

0 0 −
𝑉𝑑𝑐

2
 

1

6
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 𝑉𝑑𝑐 −𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 

7

6
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 −𝑉𝑑𝑐 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −

5

6
 𝑉𝑑𝑐 + 𝑗

√3

2
 𝑉𝑑𝑐 

0 𝑉𝑑𝑐 0 − 
1

3
 𝑉𝑑𝑐 + 𝑗

√3

3
 𝑉𝑑𝑐 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 0 

5

6
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 −𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 0 − 

5

6
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐  

0 𝑉𝑑𝑐 𝑉𝑑𝑐 − 
2

3
 𝑉𝑑𝑐 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 

1

2
 𝑉𝑑𝑐 − 𝑗

√3

2
 𝑉𝑑𝑐 −𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 𝑉𝑑𝑐  − 

7

6
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐  

0 𝑉𝑑𝑐 
𝑉𝑑𝑐

2
 − 

1

2
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 

2

3
 𝑉𝑑𝑐 − 𝑗

√3

3
 𝑉𝑑𝑐 −𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐  

0 𝑉𝑑𝑐 −𝑉𝑑𝑐 𝑗
2√3

3
 𝑉𝑑𝑐 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 

7

6
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 −𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐  −

1

2
 𝑉𝑑𝑐 + 𝑗

√3

2
 𝑉𝑑𝑐 

0 𝑉𝑑𝑐 −
𝑉𝑑𝑐

2
 −

1

6
 𝑉𝑑𝑐 + 𝑗

√3

2
 𝑉𝑑𝑐 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 −𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 −

2

3
 𝑉𝑑𝑐 + 𝑗

√3

3
 𝑉𝑑𝑐 

0 
𝑉𝑑𝑐

2
 0 − 

1

6
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 0 0 

1

3
 𝑉𝑑𝑐 −𝑉𝑑𝑐 −𝑉𝑑𝑐 0 −

1

3
 𝑉𝑑𝑐 − 𝑗

√3

3
 𝑉𝑑𝑐 

0 
𝑉𝑑𝑐

2
 𝑉𝑑𝑐 − 

1

2
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 0 𝑉𝑑𝑐 −𝑗

√3

3
 𝑉𝑑𝑐  −𝑉𝑑𝑐 −𝑉𝑑𝑐 𝑉𝑑𝑐  −

2

3
 𝑉𝑑𝑐 − 𝑗

2√3

3
 𝑉𝑑𝑐 

0 
𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 − 

1

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 0 

𝑉𝑑𝑐

2
 

1

6
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 −𝑉𝑑𝑐 −𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 −

1

2
 𝑉𝑑𝑐 − 𝑗

√3

2
 𝑉𝑑𝑐 
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𝑽𝒂𝑵 𝑽𝒃𝑵 𝑽𝒄𝑵 Voltage vector 𝑽𝒂𝑵 𝑽𝒃𝑵 𝑽𝒄𝑵 Voltage vector 𝑽𝒂𝑵 𝑽𝒃𝑵 𝑽𝒄𝑵 Voltage vector 

0 
𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 

1

6
 𝑉𝑑𝑐 + 𝑗

√3

2
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 0 −𝑉𝑑𝑐 

2

3
 𝑉𝑑𝑐 + 𝑗

√3

3
 𝑉𝑑𝑐 −𝑉𝑑𝑐 −𝑉𝑑𝑐 −𝑉𝑑𝑐  0 

0 
𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 𝑗

√3

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 0 −

𝑉𝑑𝑐

2
 

1

2
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 −𝑉𝑑𝑐 −𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −

1

6
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 

0 −𝑉𝑑𝑐 0 
1

3
 𝑉𝑑𝑐 − 𝑗

√3

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 0 𝑗

√3

3
 𝑉𝑑𝑐 −𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 0 −

1

2
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 

0 −𝑉𝑑𝑐 𝑉𝑑𝑐 −𝑗
2√3

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 𝑉𝑑𝑐 − 

1

3
 𝑉𝑑𝑐 −𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 𝑉𝑑𝑐  −

5

6
 𝑉𝑑𝑐 − 𝑗

√3

2
 𝑉𝑑𝑐 

0 −𝑉𝑑𝑐 
𝑉𝑑𝑐

2
 

1

6
 𝑉𝑑𝑐 − 𝑗

√3

2
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 − 

1

6
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 −𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 −

2

3
 𝑉𝑑𝑐 − 𝑗

√3

3
 𝑉𝑑𝑐 

0 −𝑉𝑑𝑐 −𝑉𝑑𝑐 
2

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 −𝑉𝑑𝑐 

1

3
 𝑉𝑑𝑐 + 𝑗

2√3

3
 𝑉𝑑𝑐 −𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐  −

1

6
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 

0 −𝑉𝑑𝑐 −
𝑉𝑑𝑐

2
 

1

2
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 

1

6
 𝑉𝑑𝑐 + 𝑗

√3

2
 𝑉𝑑𝑐 −𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 −

1

3
 𝑉𝑑𝑐 

0 −
𝑉𝑑𝑐

2
 0 

1

6
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 0 

1

6
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 0 0 −

1

3
 𝑉𝑑𝑐 

0 −
𝑉𝑑𝑐

2
 𝑉𝑑𝑐 −

1

6
 𝑉𝑑𝑐 − 𝑗

√3

2
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 − 

1

6
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 0 𝑉𝑑𝑐  − 

2

3
 𝑉𝑑𝑐 − 𝑗

√3

3
 𝑉𝑑𝑐  

0 −
𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 −𝑗

√3

3
 𝑉𝑑𝑐  

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 0 −

𝑉𝑑𝑐

2
 0 

𝑉𝑑𝑐

2
 − 

1

2
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐  

0 −
𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 

1

2
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 

1

2
 𝑉𝑑𝑐 + 𝑗

√3

2
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 0 −𝑉𝑑𝑐  𝑗

√3

3
 𝑉𝑑𝑐 

0 −
𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 

1

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 

1

3
 𝑉𝑑𝑐 + 𝑗

√3

3
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 0 −

𝑉𝑑𝑐

2
 −

1

6
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 

𝑉𝑑𝑐 0 0 
2

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 0 

2

3
 𝑉𝑑𝑐 − 𝑗

√3

3
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 0 − 

2

3
 𝑉𝑑𝑐 + 𝑗

√3

3
 𝑉𝑑𝑐  

𝑉𝑑𝑐 0 𝑉𝑑𝑐 
1

3
 𝑉𝑑𝑐 − 𝑗

√3

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 𝑉𝑑𝑐 

1

3
 𝑉𝑑𝑐 − 𝑗

2√3

3
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 𝑉𝑑𝑐  − 𝑉𝑑𝑐 

𝑉𝑑𝑐 0 
𝑉𝑑𝑐

2
 

1

2
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 

1

2
 𝑉𝑑𝑐 − 𝑗

√3

2
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 − 

5

6
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐  

𝑉𝑑𝑐 0 −𝑉𝑑𝑐 𝑉𝑑𝑐 + 𝑗
√3

3
 𝑉𝑑𝑐  

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 −𝑉𝑑𝑐 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 −𝑉𝑑𝑐  −

1

3
 𝑉𝑑𝑐 + 𝑗

2√3

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐 0 −
𝑉𝑑𝑐

2
 

5

6
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 

5

6
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −

1

2
 𝑉𝑑𝑐 + 𝑗

√3

2
 𝑉𝑑𝑐 

𝑉𝑑𝑐 𝑉𝑑𝑐 0 
1

3
 𝑉𝑑𝑐 + 𝑗

√3

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 0 

1

2
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 0 − 

1

2
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐  

𝑉𝑑𝑐 𝑉𝑑𝑐 𝑉𝑑𝑐 0 
𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 

1

6
 𝑉𝑑𝑐 − 𝑗

√3

2
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 𝑉𝑑𝑐  − 

5

6
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐  

𝑉𝑑𝑐 𝑉𝑑𝑐 
𝑉𝑑𝑐

2
 

1

6
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 

1

3
 𝑉𝑑𝑐 − 𝑗

√3

3
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 − 

2

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐 𝑉𝑑𝑐 −𝑉𝑑𝑐 
2

3
 𝑉𝑑𝑐 + 𝑗

2√3

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 

5

6
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐  −

1

6
 𝑉𝑑𝑐 + 𝑗

√3

2
 𝑉𝑑𝑐 

𝑉𝑑𝑐 𝑉𝑑𝑐 −
𝑉𝑑𝑐

2
 

1

2
 𝑉𝑑𝑐 + 𝑗

√3

2
 𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 

2

3
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 −

1

3
 𝑉𝑑𝑐 + 𝑗

√3

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐 
𝑉𝑑𝑐

2
 0 

1

2
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 −𝑉𝑑𝑐 0 0 −

2

3
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 0 −𝑗

√3

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐 
𝑉𝑑𝑐

2
 𝑉𝑑𝑐 

1

6
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 −𝑉𝑑𝑐 0 𝑉𝑑𝑐 −𝑉𝑑𝑐 − 𝑗

√3

3
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 𝑉𝑑𝑐  −

1

3
 𝑉𝑑𝑐 − 𝑗

2√3

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐 
𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 

1

3
 𝑉𝑑𝑐 −𝑉𝑑𝑐 0 

𝑉𝑑𝑐

2
 − 

5

6
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 

𝑉𝑑𝑐

2
 −

1

6
 𝑉𝑑𝑐 − 𝑗

√3

2
 𝑉𝑑𝑐 

𝑉𝑑𝑐 
𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 

5

6
 𝑉𝑑𝑐 + 𝑗

√3

2
 𝑉𝑑𝑐 −𝑉𝑑𝑐 0 −𝑉𝑑𝑐 −

1

3
 𝑉𝑑𝑐 + 𝑗

√3

3
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 −𝑉𝑑𝑐  

1

3
 𝑉𝑑𝑐 

𝑉𝑑𝑐 
𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 

2

3
 𝑉𝑑𝑐 + 𝑗

√3

3
 𝑉𝑑𝑐 −𝑉𝑑𝑐 0 −

𝑉𝑑𝑐

2
 −

1

2
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 

1

6
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐  

−
𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 0 −

1

6
 𝑉𝑑𝑐 − 𝑗

√3

6
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 

𝑉𝑑𝑐

2
 −

1

3
 𝑉𝑑𝑐 − 𝑗

√3

3
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 0 

−
𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 𝑉𝑑𝑐 

1

6
 𝑉𝑑𝑐 + 𝑗

√3

6
 𝑉𝑑𝑐 −

𝑉𝑑𝑐

2
 −

𝑉𝑑𝑐

2
 −𝑉𝑑𝑐 −

1

2
 𝑉𝑑𝑐 − 𝑗

√3

2
 𝑉𝑑𝑐     

 

 

3. OPTIMIZING DUTY RATIO FOR MPCC USING EXPLICIT INTEGRATION 

APPROXIMATIONS  

 

In a conceptual sense, Model Predictive Current Control represents a novel approach 

to nonlinear current control in three-phase inverters. This predictive control method 

effectively manages the output current and voltage of the inverter with high dynamics, 

circumventing the challenges associated with the nonlinear nature of semiconductor power 
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converters. The underlying principle of this technique lies in generating a limited number of 

voltage levels at the output of the cascaded H-bridge inverter [12]. 

By employing an explicit integration approximation, the forthcoming of the load 

current prediction is represented in terms of the discrete-time equation, offering a simplified 

derivative approximation to establish the discrete-time model. The derived approximation is 

expressed as follows [14]: 

 

�̇� =
𝑥(𝑘+1)−𝑥(𝑘)

𝑇𝑠𝑝
                                                  (9) 

 

 Here, 𝑇𝑠𝑝 denotes the sampling time, 𝑘 represents the sampling of the present time, 

and the state variable is 𝑥. By substituting current derivative on the grid-side 𝑑𝑖
𝑑𝑡⁄  with 

explicit integration approximation, the derivative can be approximated as follows: 

 

𝑑𝑖

𝑑𝑡
≈

𝑖(𝑘+1)−𝑖(𝑘)

𝑇𝑠𝑝
                                                 (10) 

 

Now, by substituting (10) into (8), the discrete model of the system is derived as 

follows: 

 

𝑉(𝑘) = 𝐿
𝑖(𝑘+1)−𝑖(𝑘)

𝑇𝑠
+ 𝑅𝑖(𝑘) + 𝑒(𝑘)                                      (11) 

 

Furthermore, based on (11), the future value of the output current can be obtained by: 

 

𝑖(𝑘 + 1) =
𝑇𝑠

𝐿
(𝑣(𝑘) − 𝑒(𝑘)) + 𝑖(𝑘)(1 −

𝑅𝑇𝑠

𝐿
)                                   (12) 

 

3.1. Cost Function 

 

As depicted in figure 3 and figure 4, the controller relies on the cost function requiring 

predicted output currents 𝑖(𝑘 + 1). This function utilizes any permissible output to bring the 

controlled currents into closer alignment with their reference values. The future value of the 

grid side current, 𝑖(𝑘 + 1), is forecasted for all 61 potential switching states generated by the 

inverter. To achieve this, the prevailing grid side current must be measured. After acquiring 

the predictions, a cost function  (𝑔), as expressed in Equation (13), is evaluated for each 

switching state. The primary objective of the current control scheme is to minimize the 

discrepancies between the reference currents and the measured values. This necessity is 

formulated in the shape of a cost function. Consequently, in the subsequent sampling period, 

the switching state (and thus the rectangular voltage generated by the FTTCHB inverter) that 
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minimizes 𝑔 is chosen and applied. If  𝑔 =  0, the reference current equals its output current. 

Therefore, the Optimization Cost Function aims to attain a g value as close as possible to 

zero. Subsequently, the rectangular voltage minimizing the cost function is selected and 

implemented in the next sampling instance [13], [15]. 

 

𝑔 = 𝑓(𝑖𝑟𝑒𝑓(𝑘 + 1), 𝑖(𝑘 + 1))                                                (13)    

 

 

Figure 3. Control strategy of FTT CHB inverter interfaced with an LCL filter and connected 

to the grid 

 

In the depicted controller shown in figures 3 and 4, the cost function (𝑔) necessitates 

minimizing the predicted currents 𝑖(𝑘 + 1) of the output to minimize errors between 

measured values and reference currents. The objective of optimizing this cost function is to 

bring the value of 𝑔 as close to zero as possible. Consequently, the rectangular voltage is 

selected and substituted at the instant of the next sampling to reduce the cost function [11], 

[13]. The subsequent current value is determined by employing Lagrange quadratic 

extrapolation [16]. 

 

𝑖𝑟𝑒𝑓(𝑘 + 1) = Σ𝑙=0
𝑛 (−1)𝑛−1 (

𝑛 + 1
𝑙

) 𝑖𝑟𝑒𝑓(𝑘 + 1 − 𝑛)                      (14) 
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 For 𝑛 ≥ 2 is recommended as sinusoidal reference [10]. Hence, the prediction value 

with 𝑛 = 2 can be obtained from: 

 

𝑖𝑟𝑒𝑓(𝑘 + 1) = 3𝑖𝑟𝑒𝑓(𝑘) − 3𝑖𝑟𝑒𝑓(𝑘 − 1) + 𝑖𝑟𝑒𝑓(𝑘 − 2)                       (15) 

 

The cost function can be formulated in absolute terms by assessing the error between 

the reference currents and the predicted currents: 

 

𝑔 = |𝑅𝑒[𝑖𝑟𝑒𝑓(𝑘 + 1) − 𝑖(𝑘 + 1)]| + |𝐼𝑚[𝑖𝑟𝑒𝑓(𝑘 + 1) − 𝑖(𝑘 + 1)]|              (16) 

 

The cost function, given by equation (16), aims to minimize the error in the output 

current by utilizing the predicted value 𝑖(𝑘 + 1) from equation (12) and the reference current 

Iref derived from (15). Consequently, the optimal rectangular voltage can be identified 

through this process: 

 

                        𝑉𝑜𝑝𝑡 = 𝑉(min{𝑔𝑛})(𝑛 = 0,1,2, … , 124)                             (17) 

 

where 𝑔𝑛 is varietal switching states for the cost function and 𝑉(min{𝑔𝑛}) is the optimal cost 

function of rectangular voltage. 

 

3.2. Optimal Duty Cycle 

 

Within the framework of MPCC, out of 125 rectangular voltages, only 120 non-zero 

rectangular voltages are required for analysis in equation (16). This is because zero and non-

zero rectangular voltages are simultaneously chosen during a single time period. Therefore, 

accurately calculating the duration of the non-zero rectangular voltage is crucial for system 

control. The gradients of the grid-side current corresponding to the non-zero voltage vector 𝑆1 

and the zero voltage vector 𝑆1 can be readily computed using equation (17) [17], [18]. 

 

𝑠1 =
𝑉𝑛−𝑧−𝑒−𝑅𝑖

𝐿
                                                       (18) 

 

𝑠0 =
−𝑒−𝑅𝑖

𝐿
                                                        (19) 

 

The optimal voltage vector, denoted as   𝑉𝑛−𝑧, minimizing the cost function, is utilized 

in the calculation of the output current at the end of the subsequent control cycle. 

 

                           𝑖𝑟𝑒𝑓(𝑘 + 1) = 𝑖(𝑘) +
𝑇𝑜𝑝𝑡[𝑉𝑛−𝑧−𝑒(𝑘)−𝑅𝑖(𝑘)]+𝑇𝑧[𝑉𝑧−𝑒(𝑘)−𝑅𝑖(𝑘)]

𝐿
                        (20) 
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   𝑇𝑜𝑝𝑡 + 𝑇𝑧 = 𝑇𝑠𝑝                                              (21) 

 

          𝑉𝑛−𝑧 + 𝑉𝑧 = 𝑉(𝑘)                                            (22) 

 

 

Figure 4. A flow chart illustrating the proposed optimal duty cycle of MPCC 

 

By substituting equations (18) and (19) into equation (20), the output current at the 

conclusion of the subsequent control cycle can be obtained. 

 

 (𝑘 + 1) = 𝑖(𝑘) + 𝑠1 × 𝑇𝑜𝑝𝑡 + 𝑠0 × (𝑇𝑠𝑝 − 𝑇𝑜𝑝𝑡)                             (23) 

 



Carpathian Journal of Electrical Engineering                        Volume 17, Number 1, 2023 

82 

The optimal duration, 𝑇𝑜𝑝𝑡, which minimizes the cost function over a control period, 

adheres to the following condition. 

 

𝜕𝑔

𝜕𝑇𝑜𝑝𝑡
= 0                                               (24) 

 

By substituting (23) into (16) and resolving (24), the length of the non-zero rectangular 

duration can be expressed [19]. 

 

 𝑇𝑜𝑝𝑡 = 
|𝑖𝑟𝑒𝑓− 𝑖(𝑘)−𝑠0×𝑇𝑠𝑝|

|𝑠1−𝑠0|
                                             (25) 

 

𝑇𝑜𝑝𝑡 = 0, only if 𝑇𝑜𝑝𝑡 < 0, and 𝑇𝑜𝑝𝑡 > 𝑇𝑠𝑝; then, it will be equaled to 𝑇𝑠𝑝 [20] [21]. 

 

3.2. LCL Resonance Damping 

 

The primary circuit of a phase LCL output filter for an inverter is illustrated in figure 

5 (a), and its simplified version is presented in figure 5(b), featuring the inductor 𝐿1 on the 

inverter side, the smoothing capacitor  𝐶, and the inductor 𝐿2 on the grid side. In figure 6 (a), 

a Bode diagram (BD) of the LCL filter without damping is displayed. 

 

 

(a)  Main circuit    (b) Generic circuit 

Figure 5. A grid-connected system featuring a phase LCL smoother 

 

Considering the transfer function denoted as   𝐻𝑆 = 𝑖2 𝑣𝑖⁄ , assuming the voltage across 

the grid system at the point of common coupling (PCC) is an ideal source voltage capable of 

attenuating all integral multiples of frequencies. When focusing on the inverter-controlled 

current and assuming 𝑉𝑔 is zero, the transfer function can be expressed as follows: 

 

𝑖2 = 𝑖1(𝑠
2𝐿2𝐶 + 1)−1                                      (26) 

 

𝑖1 = 𝑖2(𝑠
2𝐿2𝐶 + 1)       (27) 
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𝑣𝑖 = 𝑖1 (𝑠𝐿1 +
𝑠𝐿2

𝑠2𝐿2𝐶+1
)      (28) 

 

 Substituting equation (2) into (3), we have; 

 

0 =
𝑖2

𝑣𝑖
⁄ [(𝑠2𝐿2𝐶 + 1) (𝑠𝐿1 +

𝑠𝐿2

𝑠2𝐿2𝐶+1
)]         (29) 

 

 Therefore, the transfer function 

 

𝐻(𝑠) = 𝑖(𝑠)𝑣(𝑠)−1 = [𝑠3𝐿1𝐿2𝐶 + 𝑠(𝐿1+𝐿2)]
−1    (30) 

is obtained from equation (4), otherwise; 

 

𝐻(𝑠) = [𝑠𝐿1𝐿2𝐶(𝑠2 + 𝜔𝑟
2)]−1     (31) 

 

where  𝜔𝑟 = (√𝐿1𝐿2𝐶)
−1

∙ √𝐿1+𝐿2  and  𝑓𝑟 = 1
2𝜋⁄ 𝜔𝑟. 

 

      

(a) LCL smoother without damping term  (b) LCL smoother with damping term 

Figure 6. Bode characteristic representation of LCL smoother 

 

The rapid decrease of −180 at the oscillatory frequency is a result of the LCL 

smoother oscillation, accompanied by a significant peak magnitude in resonance. This 

situation poses a potential risk of system instability from a control standpoint [25]. Given that 

−180 represents a negative crossing, it leads to the formation of complex poles with a pair of 

closed-loop right-half poles. Introducing damping to subdue the resonance below the 

0 𝑑𝐵 negative crossing helps avoid these issues. The damping ratio  𝜁, a first-order term 

associated with  𝑠, is incorporated into the oscillatory term 𝑠2 + 𝜔𝑟
2 of equation (30) to 

achieve this. 

The dashed lines depicted in figure 6 (b) represent the   𝐻𝑑𝑎𝑚𝑝(𝑠) plot. The inclusion 

of the damping term in the plot demonstrates that while the magnitude and frequency 

characteristics of the resonance remain unaltered, the oscillatory peak of the smoother is 
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notably diminished. 

 

3.2.1. LCL Resonance damping: Resistor connected in series with the capacitor 

 

Figure 7. LCL damping technique employing series resistor (𝑅𝑐𝑠) – capacitor (C) connection   

 

The difficulties in controlling the output LCL filter of the Active Power Filter (APF) 

connected inverter stem from resonance issues. This leads to a sudden -180-degree phase shift 

with a pronounced resonance peak at the resonance frequency. In [26][27], the paper conduct a 

thorough examination of various LCL resonance damping methods. Six distinct passive 

damping strtegies, along with their transfer functions and corresponding Bode diagrams, are 

scrutinized and contrasted for analysis. The resistor placed in series with capacitor as shown in 

the figure below is recommended in practice and its corresponding transfer function is given 

as: 

 

𝐻𝑅𝑐𝑠(𝑠) =  𝑖(𝑠)𝑣(𝑠)−1 = (𝑠𝑅𝑐𝑠𝐶 + 1)[𝑠3(𝐿1𝐿2𝐶 + 𝑠2𝑅𝑐𝑠(𝐿1+𝐿2) + 𝑠(𝐿1+𝐿2)
−1]   (32) 

 

 

4. SIMULATION RESULTS 

 

 

Figure 8. MPCC control strategy for FTT CBH gird-interactive inverter with LCL smoother output 
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Figure 9. MPCC subsystem with modification 

 

Table 2. Parameters employed for both the simulation and laboratory set-up [21] 

 

Specification for MATLAB Simulation and Laboratory Setup 

Parameters used for the simulation Material/specifications for laboratory setup 

Variable Parameters of the system Value Materials Description/Specifications 

 
DC-Link voltage 700V DC Source Variable 1000 V DC 

 
Grid Voltage (RMS) 220V Gate Drivers IGBT GD C044BG400 series 

 
Line voltage frequency 50Hz DSP & GUI 32-bit TMS320F28335, 20 kHz 

 
Reference current peak amplitude 20A GRID Variable 700 V AC 

 
Filter inductance 1mH LCL filter 400 V AC, 2.5 kHz SF 

 
Filter Inductance 3mH Five level three-phase 

cascaded full bridge 

inverter 

Laboratory built 

 
Filter Capacitance 15μF Oscilloscope Tektonix Mixed Domain 

 
Filter Resistance 10Ω Materials Description/Specifications 

 
Sampling time 25 to 100 μs   

 

Simulation models and diverse experiments are employed to validate the performance 

attributes of the suggested duty ratio optimization for MPCC control techniques applicable to 
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a five-level three-leg three three-phase (FTT) CHB grid-interactive inverter with LCL 

smother output, as outlined in Table 2. To facilitate comparison, the outcomes of the 

conventional MPCC will also be utilized. Figure 10 illustrates the proposed MPCC with duty 

cycle optimization. 

 

 

 

(a)                                                                   (b) 

Figure 10. Waveforms from simulation of FTT CHB using explicit integration approximation. (a) 

The conventional MPCC at the sampling time of 50μs and 25μs, (b) The proposed MPCC with 

optimal duty cycle at the sampling time of 50μs and 25μs. 

 

Upon comparing the conventional and proposed approaches, as depicted in figure 10 

with regards to grid current waveforms, it is evident that the conventional method exhibits 

more pronounced distortion in the output current compared to the proposed method. 

Consequently, the novel method demonstrates reduced current harmonics and lower current 

ripple. 

Another noteworthy observation is apparent in figure 11. The Total Harmonic 

Distortion (THD) for the proposed MPCC is 1.65% and 1.1%, representing a substantial 

improvement over the 3.11% and 1.42% recorded for conventional MPCC at sampling times 

of 𝑇𝑠𝑝 = 50μs and 𝑇𝑠𝑝 = 25μs, respectively. Once again, the proposed method proves to be 

effective and efficient, producing output waveforms that closely resemble sinewaves. 
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(a)                                                                             (b) 

Figure 11. Harmonic spectrum examination of a FTT CHB utilizing explicit integration 

approximation. (a) MPCC of traditional characteristics at the sampling time of 50μs and 25μs, (b) 

MPCC with enhanced duty cycle at the sampling time of 50μs and 25μs 

 

Figure 12 illustrates the stability of the proposed method, showcasing a more precise 

tailing of the output current to its reference. Even in the face of altering the output current, 

the proposed method exhibits superior accuracy and fewer ripples compared to the traditional 

method. 
 

       

Figure 12. Grid current representation at the 50μs sampling time employing an explicit integration 

algorithm. (a) The traditional MPCC, (b) Duty cycle control of the modified MPCC 
 

A bar graph depicting the grid current total harmonic distortion (THD) with varying 

sampling times for both conventional and proposed methods is presented in figure 13. It is 

evident that the proposed method exhibits considerably lower THD values compared to the 

conventional method, attributed to the duty cycle optimization employed in the proposed 

Model Predictive Current Control (MPCC). Consequently, the proposed MPCC demonstrates 

substantial advantages, particularly in applications with increased sampling time. 

 

 

Figure 13. Comparative simulation outcomes of THD in Grid Current for the conventional and 

proposed MPCC. 
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   (a)                                                                      (b) 

Figure 14. Disruption of the reference current, transition from 20 A to 10 A in phase A of grid 

current. (a) The traditional MPCC. (b) Modified MPCC with duty cycle control 

 

Results pertaining to reference current step changes indicate that the output current, 

without a step change, swiftly reaches its reference (see figure 14). In contrast, the 

conventional method displays a weaker connection with the dynamic response when 

subjected to step alterations.  

The Bode characteristic transfer function is shown figure 15 where we can observe 

that the harmonic attenuation ability is better in many frequency ranges as a result of adding 

a resistor in series with the capacitor of LCL filter. 

 

 

Figure 15. Bode characteristic representation of series resistor-capacitor damping technique 

 

 

5. EXPERIMENTAL SETUP  

 

To validate the simulation model's realization, an experimental setup featuring a three-

level three-leg three-phase CHB grid-interactive inverter with LCL filter output is 
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implemented in the laboratory, as depicted in figure 16 and material/specifications captured 

in Table 2. The experimental prototype system is configured with the algorithm of the 

proposed MPCC. A 20 kHz TMS320F28335 digital signal processor with 32-bit floating 

characteristics serves as the platform for the control system, where the coded proposed MPCC 

algorithm is executed. The parameters, consistent with simulation parameters, are 

summarized above, and a Tektronix Mixed Domain Oscilloscope (MDO3014) is employed 

as the measuring equipment. 

The experimental and experimental results exhibit some similarities; however, as 

depicted in figure 17, the silhouette of the output current waveforms from the simulation is 

notably superior and clearer compared to the experimental counterpart. This discrepancy is 

attributed to the sinusoidal and constant grid voltage employed in the simulation. 

Nevertheless, it's noteworthy that the output current waveform of the proposed method is 

smoother than that of the conventional method. Figure 18 illustrates the Total Harmonic 

Distortion spectrum for the proposed and convention techniques, indicating values of 4.47% 

and 2.72%, respectively. Thus, the proposed techniques outperforms the traditional strategy 

significantly. In summary, the effecacy of the proposed technique has been validated through 

both simulation as well as experimental results. 

 

Figure 16. Experimental set-up 

 

   

(a) Coventional MPCC                                         (b) Proposed MPCC 

Figure 17. Waveforms of the three-phase output current 
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(b) Coventional MPCC                                         (b) Proposed MPCC 

Figure 18.  THD spectrum of the grid current 

 

 

6. CONCLUSION 

 

In this study, we delved into the intricacies of a five-level three-leg three-phase cascaded 

H-Bridge (FTTCHB) inverter and devised a Model Predictive Current Control (MPCC) 

technique tailored for this specific inverter configuration when interfaced with the grid through 

an output LCL smoother. The evaluation of MPCC for a FTTCHB inverter connected to the 

grid involved a thorough examination across different sampling times. Our approach 

systematically scrutinized each of the 61 potential switching states, aiming to identify the state 

that minimizes the cost function and consequently opting for the one with optimal switching 

characteristics. To optimize steady-state performance, the proposed MPCC technique 

necessitates the simultaneous application of both zero and nonzero vectors within a single 

control period. Ultimately, we conducted simulation and experimental assessments to affirm 

the efficacy of the proposed MPCC, employing optimal duty cycles and leveraging the explicit 

integration approximation. 
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Abstract: This paper considers an experimental study that considers the effects of heating 

water in a microwave oven. Thus, we wanted to check how harmful microwave-heated water 

is, and by extrapolation, how harmful microwave-heated food can be. 

 

 

 

1. INTRODUCTION 

 

 In electronics, microwaves work at high frequencies, thus having short wavelengths: 
 

 = 
𝑐

𝑓
 

where: 

- c, represents the propagation speed specific to electromagnetic waves. When 

propagating in a free space (vacuum), the speed of electromagnetic waves is c0 = 3·108 

m/s. 

 As a rule, in the field of microwaves, the wavelengths  have small values, of the order 

of millimeters or centimeters, which corresponds to high frequencies, tens of gigahertz. In 

principle, the microwave field can be defined or has as characteristics the fact that the 

dimensions of the circuits are almost equal or even greater than the wavelength, the absolute 

value of the frequency being a secondary characteristic.  

 With a view to an easier analysis of microwave circuits, specialists in the field have 

developed certain calculation methods, especially suitable, which allow the determination of 

the most significant properties of circuits, respectively microwave systems [2]. 
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2. SYSTEMS, CIRCUITS AND ASPECTS OF MICROWAVE PROCESSING 

TECHNIQUES 

 

 They consist of interconnected components/subassemblies. The interconnection 

element represents the simplest element related to a system. If we talk about low frequencies, 

the related components of an assembly will be interconnected by metal wires that keep both the 

voltage and current constant throughout the respective section. In the field of high frequencies, 

the propagation time relative to the period, which is very short, specific to the signal, cannot be 

neglected, so the current and voltage are not kept constant along the length of the respective 

wire. Thus, considering the previously mentioned, these short or long portions of lines are called 

waveguides. The properties of such a system are dependent on the propagation phenomena 

along the elements that realize the interconnection and the properties of the component 

subassemblies.  

 If we talk about the category of linear circuits, these are all Radio Frequency circuits 

that work in the range of frequencies corresponding to microwaves and that operate at low 

signal, such as very low power amplifiers. Electronic circuits are the ones that have brought 

about the change in the life we live today since the beginning of the 20th century. The digital 

age was opened, however, with the appearance of the first integrated circuits, followed later by 

digital computers. But, for electronic circuits that use microwaves, we will talk about a more 

special category, because high frequencies are circulated here. The specific applications of this 

field can be found in radio communication equipment, more precisely in satellite 

communications, television and even the development of the Internet. At high frequencies, 

more complex microwave circuits in addition to amplification will accurately pick up the signal 

in noisy conditions. The previously mentioned complex processes will allow the transmission 

of signals, wirelessly, over very large distances, even if the corresponding stations do not have 

a fixed point.  

 In the study presented in this paper, the main element is the microwave oven. From the 

specialized literature [3] we know that those microwaves are generated by a magnetron, which 

acts as an emitter for the radiant energy at high frequencies, which will later be transmitted with 

the help of a tube inside the electronic equipment. The waves are reflected inside with the help 

of the walls that make up the enclosure, thus a resonance system will be established. The 

agitator has the role of distributing the microwaves throughout the room. In the case of a 2450 

MHz installation (microwaves being the electromagnetic radiation between 300 MHz - 300 

GHz) magnetrons are used that have individual powers between 2.5 - 3 kW.  

 The main elements responsible for the influence of microwave heating are the dielectric 

properties of food, respectively the thermal and physical properties specific to food. The 

properties of the microwave source and packaging details should also be mentioned. When food 
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is placed in a microwave oven, it will absorb the energy of the microwave field. Basically, 

heating represents an interaction in the created energy that will change the polarity and the 

elements of which the respective food is made up billions of times per second, thus achieving 

volume heating. Another property of microwaves is that they can be transmitted, reflected, or 

absorbed. Food products will be a dielectric material because they are made of carbohydrates, 

proteins, water, and microwaves will penetrate them without problems, being thus absorbed in 

a proportion greater than 50% [3]. 

 

 

3. EXPERIMENTAL DETERMINATIONS 

 

 The experiment carried out considers the effects of heating water in a microwave oven 

and the effect upon the germination process of beans.  

 The experiment wanted to highlight how harmful microwave-heated water is for plants, 

especially during their germination period and by extrapolation, how harmful microwave-

heated food can be for the health of the consumers of food prepared in this way. It is known 

that this type of heating is based on the "stirring" of the water molecules in the food, by the 

electromagnetic field of the microwaves. For this reason, materials that do not contain water 

(or other liquids) are not heated in the microwave oven, they change their temperature only 

from the transmission of heat from the body to be heated (food, for example) to the vessel in 

which it is placed. 

 Description of the experiment. For the experimental part, the following equipment and 

materials were used: microwave oven (Samsung), two glass containers (370 ml), cotton wool 

for the germination bed, tap water, beans. Two beans of different varieties were placed in two 

transparent containers (figure 1).  

 

Fig. 1. Experiment preparation 
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 These grains were watered separately, one with tap water (the one labeled "water") and 

the second with tap water, heated for 2 minutes in the microwave oven, and then cooled (labeled 

"µwaves"). 

 The same amount of water (10 drops) was put into each vessel at the same time, and the 

recipients were kept in natural light, in a room with constant temperature of 20 oC (figure 2). 

 

 

Fig. 2. Storing pots of beans 

 

 The first results of the experiment appeared after five days of watering with the two 

kinds of water, the grains in the "water" jar sprouted (figure 3). 

 

 

Fig. 3. After 5 days - those watered with tap water sprouted 

 

 Those soaked with "microwave" water had no change (figures 4 - 5). 

 

 

Fig. 4. After 5 days - the grains are watered with "microwave" heated water 

 

Fig. 5. Day 6 - "µwaves" no change (!) 
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 After seven days, the first green sprout appeared in the vessel in which the plant was 

watered with "clean" water, while in the other vessel there was no change (figure 6). After eight 

days, the green sprouts continued their growth, but on top of those soaked in microwave water, 

mold begins to form and, in the end, they rotted (figures 7 - 8). 

 

 

Fig. 6. Day 7. The appearance of mold on the one from the "µwaves" 

 

 

Fig. 7. Day 8. Plant grows (tap water-left) and mold grows (microwave heated water-right). 

 

 

Fig. 8. Day 9. The plant watered with "tap water" grows. Mold expands in"µwaves" 

 

 On the tenth day, only the "moldy" grain from the "µwaves" jar was watered with 4-5 

drops of tap water. The next day it sprouted. Thus, the clean water was beneficial to the vegetal 

material and the grain recovered (figures 9 - 10). 
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Fig. 9. Day 11. The plant watered with "pure water" grows and the the sprouts with mold recover 

after they were watered with tap water. 

 

 The watering of the grains continued, exactly as at the beginning of the experiment. 

Those watered with tap water continued to grow, and those that received microwave heated 

water stopped their evolution (figure 10). 

 

 

Fig. 10. Day 13. The plant watered with tap continues to grow. The grains watered with microwave 

heated water do not evolve anymore. 

 

 

4. CONCLUSION 

 

 The experiment presented focuses on the effects of heating water in a microwave oven 

and the germination process of grains. The results indicate that water heated in a microwave 

oven negatively affects the germination process of grains compared to tap water. This finding 

raises concerns about the potential harmful effects of microwave-heated water on plants and, 

by extrapolation, on the health of consumers who use this method of food preparation. 

 Following the analysis of the results it was found that the grains watered with 

microwave-heated water had a slower and less efficient germination process compared to 

those watered with tap water. After five days, the beans watered with regular water began to 
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germinate, while those watered with microwave-heated water showed no signs of 

germination. This difference increased over time, and after eight days, the grains soaked in 

microwaved water developed mold and began to deteriorate, while the others continued to 

grow healthy. After heating the water in the microwave oven, its properties change and it cannot 

trigger "life" for some simple plants that, under normal conditions, evolve very quickly. After 

the tenth day, the water treated with microwaves had no influence on the growth and 

development of the plants, comparing to the tap water, and in addition it determined the 

appearance of mold and finally the complete degradation of the plant material. Also, the 

involvement of mold suggests that this water may create a favorable environment for the growth 

of harmful microorganisms. 

 Although the study discusses the process of grain germination and the effects of 

exposure to microwaves on it, we mention that these results are preliminary and are part of a 

larger experiment designed to explore the influence of other factors on the experimental results, 

among which are exposing water samples to electro-magnetic, energetic and radiative fields 

with varying frequencies, in order to understand the impact of these factors on the process of 

plant germination, their interaction with the soil, as well as the thermal and chemical effects of 

different heating methods on the environment, plant health and implicitly human health. 
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Abstract: The inherent complexity leads to intricate equations, making it challenging for 

design engineers and researchers to model and analyze MCRs effectively. Despite the 

increasing attention given to MCRs in power systems, the need for simplified theoretical 

foundations and design models persists. This paper addresses the challenges posed by the 

complex excitation conditions of magnetic controlled reactors (MCRs), which are subject 

to both alternating current and direct current excitations by presenting the theoretical 

basis, ontological structure, working principle, and design model of MCRs in a systematic 

manner for enhanced comprehension. Graphical and equivalent electric circuit 

approaches are employed to derive mathematical expressions, while ANSYS simulation is 

utilized to create a 3D structure model of the MCR. The simulation results, compared with 

theoretical analyses, demonstrate that the MCR exhibits alternate magnetization and 

demagnetization between its two core limbs in a cycle. This suggests that the magnetic 

valves on both sides alternate between saturation and unsaturation in each cycle. 

Furthermore, the research reveals that the MCR's entire capacity can be smoothly adjusted 

by varying the saturation degree of the magnetic valve core. Overall, this research 

contributes to a deeper understanding of MCRs under actual operating conditions and 

serves as a crucial foundation for further investigations into their performance design. 

 

 

 

1. INTRODUCTION 

 

 Although transformers are inevitable in power generation, power transmission and 

power distribution stations, in recent years, however, MCR has also become one of the most 
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essential equipment used in long distance EHV and UHV transmission lines, as well as 

substations with high voltage fluctuations, because of its good control flexibility, high 

reliability and simple maintenance [1] [2] [3] [4]. MCR is a type of reactive power 

compensation equipment which can reduce grid losses, eliminate generator self-excitation, 

control power frequency over-voltage, limit short-circuit current and control operations 

automatically [5] [6] [7].  Currently, more than 8 GVA of total reactor capacity have been 

successfully installed around the world in various voltage buses, from 10 to 500 kV and still 

counting [8] [9]. On the basis of that, there are currently considerable worldwide research 

activities all over the world especially, Russia, America, Germany, United Kingdom, Brazil 

and China. 

From the early 1950s, General Electric Company of England installed more than fifty 

magnetic controlled reactors with the capacity from few to hundreds MVA in electric grids 

of different countries [10]. However, due to economic and technical performance limitations, 

such as high material cost, low speed, limited control range and low power efficiency, 

manufacturing of these machines were brought to a halt. In 1971, H. Becker studied on the 

first three-phase three-winding magnetic controlled reactor model which the magnetic iron 

core legs have cylindrical winding [11]. Many modern designs of MCR can be traced as a 

prototype of his construction. A suggestion was also made by him that MCR would be useful 

for compensating reactive power. In the 1980s, Alma-Ata University in USSR investigated 

and developed more prototypes. In the year 1990 to 1992 at Zaporozhye Transformer Factory 

(ZTR) in collaboration with V.I.Lenin All-Soviet Electrotechnical Institute built a full-scale 

500 kV / 60 MVA single-phase MCR and successfully put into test at a high-voltage test 

facility near Moscow, Russia. Since then, many different capacities have been designed and 

produced, including the first commercialized 60 MVA / 500 kV 3-single-phase units in 2005, 

and the first three-phase 180 MVA unit in 2009 [12]. In September 2007, China Electric 

Power Research Institute cooperated with Shenyang Transformer Factory also proudly 

produced the first 120 MVA / 500 kV magnetic controlled reactor in China, which was 

successfully put into operation at Jiang Ling Converter Substation [13]. In June 2013, the 

three-phase 110 MVA / 750 kV magnetic controlled reactor developed by TBEA Shen Chang 

Company was also successfully put into operation at Qinghai Yuka Switch Station. 

MCR is mostly designed either a single-phase or three-phase, where its cooling system can 

be air type or oil-immersed type depending on the application it is subjected to. Its technical 

core involves ferromagnetic material characteristics, magnetic circuit design, nonlinear 

theory, AC and DC co-excitations and control system characteristics. Along with its good 

developmental trend, simplification in modeling and analysis has become more and more 

difficult, deterring new and young researchers to dive into. 

This paper thoroughly analyzes MCR’s theory, provides simplified mathematical calculations 

and establishes a 3D MCR prototype model in ANSYS Maxwell. Hence, providing 

convenience for design engineers and research works as a whole. 



Carpathian Journal of Electrical Engineering                        Volume 17, Number 1, 2023 

102 

 

 

2. THE CORE STRUCTURE AND WORKING PRINCIPLE 

 

2.1. Core structure and winding configurations 

 

The configuration of the Magnetic Controlled Reactor (MCR) resembles that of a 

transformer but functions on the principle of a magnetic amplifier. Its adaptability has led to 

various core structures and connections. Fig. 1 and 2 depict the typical core structure and 

winding arrangements for a single-phase MCR, featuring an iron core with magnetic valves, 

working winding, and control winding [14].  

 

 

Fig. 1. Core structure of a single phase MCR 

 

                       

(a) Working winding in parallel               (b) Working winding in series 

Fig. 2. Winding arrangements 
 

The iron core comprises two parallel limbs and two side yokes, offering a closed-loop 

path for magnetic flux during excitation [15]. Both working and control winding are affixed to 

the core limbs, with NA representing the number of working winding turns and ND representing 
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the number of control winding turns [16] [17].  UDC represents a DC source of voltage that 

creates DC current IDC flowing within the control winding which induces DC magnetic flux in 

the core limb i and core limb ii with an equal magnitude but opposite direction [18]. The 

working winding are sometimes referred to as AC winding because their terminals are directly 

connected in parallel to the power network and control winding are also referred to as DC 

winding because their terminals are connected to DC source where the MCR is being controlled 

[19]. The DC winding are wired in reverse-series so that the fundamental component of the 

voltages is annihilated. This helps to minimize the insulation of the equipment and achieve a 

better level in control characteristics [20]. 

To achieve control over the magnetic saturation in Magnetic Controlled Reactors 

(MCRs), both the winding connection and magnetization characteristics play crucial roles. 

When the DC control excitation current is nil, the inductance L of the working winding is 

maximized, and the current in these winding is minimized. This scenario characterizes the MCR 

as functioning equivalently to the ideal operation of a transformer [21]. However, as the DC 

bias excitation current starts flowing and gradually intensifies in the control winding, the current 

in the working winding also proportionally increases. This implies that variations in the control 

current lead to changes in the magnetic saturation level of the iron core. Consequently, the 

magnetic permeability of the core fluctuates, allowing precise adjustment of the impedance 

value of the MCR in accordance with the formula [22]: 

 

𝑋 = 𝜔𝐿 = 𝜔
𝜇0𝜇𝑟𝑁𝐴

2𝐴𝑐

𝑙𝑐
        (1) 

 

where is the angular frequency, Ac is the cross sectional area of the iron core, lc is the 

effective length of the magnetic circuit, μ0 is the vacuum permeability, μr is the relative 

permeability of the core material and NA is the winding turns. 

 

2.2. Ferromagnetic materials and magnetizing curve of MCR 

 

Ferromagnetic materials are key elements in all instances of generation, transmission, and 

conversion of electrical energy. They have great technological and social value, far beyond their 

mere economic significance [23]. The characteristics of ferromagnetic materials play a very 

essential role as long as MCR is a concern, because they determine how the saturable core will 

behave. The magnetic properties of the iron core material determine the performance of the 

magnetic device and are the basis for the analysis and calculation of magnetic devices. At the 

same time, the properties of magnetic devices are also largely related to the structure, shape, 

size and manufacturing process of iron cores. At present, the ferromagnetic materials that are 

widely used in the area of saturable reactors can be grouped into the following three parts 

according to their properties and chemical composition [24]: 

(1) Silicon steel sheet is mainly used in power frequency high power reactor and power 

transformers. 
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(2) High conductivity magnetic nickel alloy is mainly used in magnetic amplifiers, DC current 

transformers, magnetic modulators, power transformers with special requirements and low 

power sensitive high frequency pulse saturable reactor. 

(3) Ferrite is commonly used for high frequency and pulse excitation components. 

 

 

Fig. 3. Magnetization curve of ideal and actual model 

 

The basic magnetizing curve of the silicon steel sheet used for MCR and its ideal 

magnetizing curve is shown in fig. 3. Where the solid green line represents the ideal model and 

the dot red line represents the actual DC magnetizing curve. However, it should be noted that 

the core magnetic material used in this paper is the B30G130 grain-oriented magnetic steel 

sheet type, which its data was published by Wuhan Iron and Steel Mining Company. Moreover, 

the characteristics and magnetization curves of many different kinds of ferromagnetic materials 

are presented in detail in literature [23] [25] [26]and [27]. 

 

2.3. Magnetic valve of MCR 

 

2.3.1. Characteristics of magnetic valve 

Magnetic controlled reactor is said to have a magnetic valve if the core magnetic path 

is made up of a large area (Ac), (length lc) and a small area (Av), (length lv) in series. Essentially, 

the magnetic valve can easily be saturated with a small DC bias when has a small area, which 

of course can greatly save cost. Because the iron core in the large area is always in the 

unsaturated linear region, the entire capacity of the MCR is determined by changing only the 

saturation degree of the magnetic path in the magnetic valve [28]. The greater the DC bias, the 

higher the saturation degree of the valve, and the smaller the equivalent inductance of the MCR. 

In addition, the magnetic valve can contribute to the mitigation of harmonics when it is carefully 

designed [29]. 
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             (a) Magnetic valve unsaturated                  (b) Magnetic valve fully saturated 

Fig. 4. Characteristics of magnetic valve 
 

Fig. 4 shows unsaturated and saturated characteristics of the magnetic valve. Where lT 

is the length of the core limb (m), Ac is the core limb cross-sectional area (m2), Bc is the core 

limb flux density (T), lv is the valve length, Av is the valve cross-sectional area (m2), Bv is the 

valve flux density (T), l0 is the air-gap length, A0 is the air-gap cross-sectional area (m2) and B0 

is the air-gap flux density (T). In fig. 4(a), under unsaturated condition, the iron core cross 

sections, Av and Ac are in the unsaturated linear zone, and almost all the magnetic lines of force 

pass through the iron core. The magnetic reluctance is at a minimum and the magnetic valve is 

said to be fully open. At this point MCR is equivalent to a no-load transformer. In fig. 4(b) 

under saturated condition, only the iron core cross-section, Av is fully saturated, and its 

permeability is very small and close to the permeability of the air gap. The reluctance is at a 

maximum and the magnetic valve is said to be almost close. At this point, the MCR is said to 

be operating at its maximum design capacity. In other cases where the condition lies in between 

unsaturated and fully saturated, part of the magnetic lines will pass through the air gap with an 

area of A0. The other part of the magnetic line will pass through the magnetic valve, Av. The 

magnetic reluctance of A0 is linear, but that of Av is non-linear. 

 

2.3.2. Magnetic circuit and equations of magnetic valve 

According to Ampere’s law relating to current in the coil or turns of wire, the magnetic 

field created by current following any path is the integral of the fields due to segments along 

the path. And Faraday’s law relating to the voltage applied across the inductor can be expressed 

in (2): 

𝐹 = 𝑁𝐼 = ∮ �⃑⃑� ∙ 𝑑𝑙 = 𝐻𝑙

�⃑� = 𝜇�⃑⃑� =
𝜇𝑁𝐼

𝑙

∅ = 𝐵𝐴 =
𝜇𝑁𝐼𝐴

𝑙

𝐿𝐼 = ∅𝑁

𝐿 =
𝜇𝑁2𝐴

𝑙

ℜ =
𝑙

𝜇𝐴
=

𝑙

𝜇0𝜇𝐴

𝐿 =
𝑁2

ℜ }
 
 
 
 
 

 
 
 
 
 

        (2) 
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where H is the magnetic field intensity, ℜ is the magnetic reluctance, N is the number of 

winding, l is the length of the magnetic path (m), A is the magnetic cross-sectional area (m2), 

𝜇 = μ0𝜇𝑟  is the permeability of the medium (H/m), and μ0 is the permeability of air,  

(H/m), μr is the relative permeability and Ф is magnetic flux. The magnetic path of the MCR 

can be equivalent to the series-parallel circuit shown in fig. 5 can be expressed in (3). 

 

                                       

Figure 5. Equivalent circuit (including ℜ𝑐)                         Figure 6. Equivalent circuit (excluding ℜ𝑐) 

 

ℜ𝑡 = ℜ𝑐 +
ℜ0ℜ𝑉

ℜ0+ℜ𝑉
       (3) 

 

where Фc is the core limb magnetic flux, Ф0 is the air gap magnetic flux and Фv is the valve 

magnetic flux, ℜ𝑐 is the magnetic reluctance in the core limb, ℜ0 is the magnetic reluctance in 

the air gap, ℜ𝑉 is the magnet c reluctance in the valve. From Equation (3), magnetic reluctance  

ℜ𝑐 can be ignored as shown in fig. 6, for the reason being that the iron core in the large segment 

is always in the unsaturated linear region within the entire adjustment range of the MCR, as a 

result, its magnetic reluctance is much smaller than the magnetic valve segment reluctance [30] 

 

ℜ𝑡 =
ℜ0ℜ𝑉

ℜ0+ℜ𝑉
         (4) 

 

It can be seen from (4) that if saturation degree across magnetic-valve can be smoothly 

changed in the purpose of adjusting the reluctance, then its reactive power can be adjusted 

accordingly to achieve flexible continuous regulation of output power of the power network. 

Now, when the small sectional area of the iron core is in saturation state, and the fringing 

effect shown in fig. 4(b) is neglected, then equations is as below [30]: 

∅ = 𝐴𝐶𝐵 = 𝐴0𝐵0 + 𝐴𝑉𝐵𝑉         (5) 

 

The equation (6) can be obtained through equation (5). 

 

𝐵 =
𝐴0

𝐴𝐶
𝐵0 +

𝐴𝑉

𝐴𝐶
𝐵𝑉         (6) 
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Since the small sectional area of iron core and air-gap have the same magnetic field 

intensity f (Bv), B0 can be written as: 

 

𝐵0 = 𝜇𝑓(𝐵𝑉)          (7) 

 

Substituting equation (7) into equation (6), B is given by: 
 

 𝐵 =
𝐴0

𝐴𝐶
𝜇0𝑓(𝐵𝑉) +

𝐴𝑉

𝐴𝐶
𝐵𝑉        (8) 

 

According to the supposition of small slope magnetization curve, when 𝐵𝑉 ≤ 𝐵𝑉𝑠𝑎𝑡, the 

magnetic field intensity of the small sectional area of the iron core f (Bv) = 0, then B is expressed 

as [30]: 

 

𝐵 =
𝐴𝑉

𝐴𝐶
𝐵𝑉         (9) 

 

So, the magnetic field intensity of the equivalent iron core is zero in 0 ≤ 𝐵 ≤ (𝐴𝑉/

𝐴𝐶)𝐵𝑉𝑠𝑎𝑡 = 𝐵𝑠𝑎𝑡 
 range. On the other hand, when 𝐵𝑉 ≥ 𝐵𝑉𝑠𝑎𝑡, the small sectional area of iron 

core is then saturated, so magnetic field intensity is expressed as: 

 

𝐻 =
𝐵𝑉−𝐵𝑉𝑠𝑎𝑡

𝜇0
     (10) 

 

Substituting equation (8) into equation (10), the magnetization curve model of MCR is 

given in equation (11). And its magnetization curve is presented in fig. 7. 

 

𝐻 = 𝑓(𝐵) =

{
 
 

 
 

𝐵+𝐵𝑠𝑎𝑡

𝜇0
               𝐵 < −𝐵𝑠𝑎𝑡 = −

𝐴𝑉

𝐴𝐶
𝐵𝑉𝑠𝑎𝑡          

0                      − 𝐵𝑠𝑎𝑡 ≤ 𝐵 ≤ 𝐵𝑠𝑎𝑡 =
𝐴𝑉

𝐴𝐶
𝐵𝑉𝑠𝑎𝑡    

 
𝐵−𝐵𝑠𝑎𝑡

𝜇0
            𝐵 > 𝐵𝑠𝑎𝑡 = −

𝐴𝑉

𝐴𝐶
𝐵𝑉𝑠𝑎𝑡              

  (11) 

 

 

Fig. 7. Ideal core magnetization curve 
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2.4 Magnetic field analysis of MCR under excitation 

 

To simplify the analysis, the working winding resistance of the magnetically 

controlled shunt reactor is ignored. Again, it is assumed that the MCR is connected to the 

power supply with a sinusoidal voltage, 𝑈𝐴𝐶 = 𝑈𝑚𝑎𝑥 sin𝜔𝑡. The basic equations of the MCR 

can be expressed as follows [31]: 

 

{
 
 
 

 
 
 𝜇𝐴𝐶 = 𝐸𝑚𝑎𝑥 sin(𝜔𝑡) = 𝐴𝑉𝑁𝐴 (

𝑑𝐵𝑖

𝑑𝑡
+

𝑑𝐵𝑖𝑖

𝑑𝑡
)

𝑈𝐷𝐶 = 𝑅𝐷𝑖𝐷𝐶 + 𝐴𝑉𝑁𝐷 (
𝑑𝐵𝑖

𝑑𝑡
−

𝑑𝐵𝑖𝑖

𝑑𝑡
)

𝑙𝑖𝐻𝑖 = 𝑖𝐴𝐶𝑁𝐴 + 𝑖𝐷𝐶𝑁𝐷

𝑙𝑖𝑖𝐻𝑖𝑖 = 𝑖𝐴𝐶𝑁𝐴 − 𝑖𝐷𝐶𝑁𝐷

𝐻𝑖 = 𝑓(𝐵𝑖)

𝐻𝑖𝑖 = 𝑓(𝐵𝑖𝑖)

     (12) 

 

According to fig. 2, the induced EMF in the control winding can be obtained as: 

 

𝑈𝐷𝐶 = 𝑈𝐷𝑖 − 𝑈𝐷𝑖𝑖 = 𝐴𝑉𝑁𝐷 (
𝑑𝐵𝑖

𝑑𝑡
−

𝑑𝐵𝑖𝑖

𝑑𝑡
)     (13) 

 

And the induced EMF in the working winding can also be obtained as: 

 

𝑈𝐴𝐶 = 𝑈𝐴𝑖 − 𝑈𝐴𝑖𝑖 = 𝐴𝑉𝑁𝐴 (
𝑑𝐵𝑖

𝑑𝑡
+

𝑑𝐵𝑖𝑖

𝑑𝑡
)     (14) 

 

where UDi and UDii are the induced EMFs in the control winding while UAi and UAii are the 

induced EMFs in working winding on core I and II, respectively. 

Since the working state of the two core structures and winding arrangements are 

symmetrical, the corresponding magnetic flux density should have the following relationship: 

 

{
𝐵𝑖(𝜔𝑡) = −𝐵𝑖𝑖(𝜔𝑡 + 𝜋)

𝐵𝑖𝑖(𝜔𝑡) = −𝐵𝑖(𝜔𝑡 + 𝜋)
      (15) 

 

When there is no DC current in the control winding, thus IDC = 0, BDC = 0, as well, and 

the AC magnetic flux density Bi, Bii varies only between -Bsat and +Bsat, and the amplitude 

is𝐵𝑚𝑎𝑥 = 𝐵𝑠𝑎𝑡. Now, increasing the DC bias excitation in the control winding increases the 

DC component in Bi, Bii, so that their top rises (drops) beyond the +Bsat ~ -Bsat range as shown 

in fig. 8. 
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Fig. 8. DC bias core magnetic saturation schematic diagram 
 

The horizontal axis portion corresponding to the shaded portion in the fig. (electrical 

angle is 2β) indicates the core saturation time of the half core limb in the power frequency for 

one cycle and is expressed by β, which is called magnetic saturation. In the theoretical 

analysis of MCR, a magnetic saturation β plays a very essential role. When the control current 

is zero, BDC = 0, the half core limb is not saturated in a complete power frequency cycle, 

so  𝛽 = 0. As the control current increases, the saturation time of the half core limb in one 

cycle increases. When the half core limb is fully saturated in one complete cycle, the magnetic 

saturation,   𝛽 = 2𝜋 . At this moment, β reaches the maximum limit. Therefore, the magnetic 

saturation β reflects the degree of saturation of the core, and its values vary from 0 to 2π. 

Ignoring the effect of flux density harmonics, magnetic saturation can be obtained from 

Equation (16). 

𝛽 = 2𝑎𝑟cos (
𝐵𝑠𝑎𝑡−𝐵𝐷𝐶

𝐵𝑠𝑎𝑡
)      (16) 

 

And DC flux density is  

𝐵𝐷𝐶 = 𝐵𝑠𝑎𝑡 [1 − cos (
𝛽

2
)]      (17) 

 

Through the corresponding B-H curve, the magnetic field strength of the core limb I 

and II can be obtained as follows: 

When   

(𝜋 −
𝛽

2
) ≤ 𝜔𝑡 ≤ (𝜋 +

𝛽

2
) 

 

𝐻𝑖 =
𝐵𝑠𝑎𝑡

𝜇0
(− cos𝜔𝑡 − cos

𝛽

2
)      (18) 
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But when  

0 ≤ 𝜔𝑡 <
𝛽

2
  or  (𝜋 +

𝛽

2
) < 𝜔𝑡 ≤ 2𝜋 

 

𝐻𝑖 = 0 

 

0 ≤ 𝜔𝑡 <
𝛽

2
  or  (2𝜋 −

𝛽

2
) < 𝜔𝑡 ≤ 2𝜋 

 

𝐻𝑖𝑖 =
𝐵𝑠𝑎𝑡

𝜇0
(− cos𝜔𝑡 − cos

𝛽

2
)     (19) 

 

But when 

𝛽

2
 ≤ 𝜔𝑡 ≤   (2𝜋 −

𝛽

2
) 

 

𝐻𝑖𝑖 = 0 

 

If the working current of MCR is given as 𝑖𝐴𝐶 =
𝑙

2𝑁𝐴
(𝐻𝑖 + 𝐻𝑖𝑖)  , then the amplitude 

of current fundamental component is: 

 

𝑖𝐴𝐶𝑛 =
2

𝜋
∫ 𝑖𝐴𝐶 cos𝜔𝑡 𝑑𝜔𝑡 = 

2

𝜋
∫

𝑙

2𝑁𝐴

(𝐻𝑖 + 𝐻𝑖𝑖) cos𝜔𝑡 𝑑𝜔𝑡
𝜋

0

𝜋

0

 

 

=
𝑙𝐵𝑠𝑎𝑡

𝜋𝜇0𝑁𝐴
∫ (−cos𝜔𝑡 − cos

𝛽

2
) cos𝜔𝑡 𝑑𝜔𝑡

𝜋

𝜋−
𝛽
2

+ ∫ (− cos𝜔𝑡 + cos
𝛽

2
) cos𝜔𝑡 𝑑𝜔𝑡

𝛽
2

0

 

 

𝑖𝐴𝐶𝑛 =
𝑙𝐵𝑠𝑎𝑡

2𝜋𝜇0𝑁𝐴
(𝛽 − sin 𝛽)      (20) 

 

The working current of MCR reaches maximum at 𝛽 = 2𝜋 is: 

 

𝑖𝐴𝐶 𝑚𝑎𝑥 =
𝑙𝐵𝑠𝑎𝑡

𝜇0𝑁𝐴
      (21)

  

It is realized from Equation (21) that the maximum working current of the MCR 

depends only on the effective length of the magnetic circuit, magnetic flux density, winding 

turns and vacuum permeability. 
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On the other hand, if the control current is   𝑖𝐷𝐶 =
𝑙

2𝑁𝐴
(𝐻𝑖 − 𝐻𝑖𝑖)  ,  then the 

amplitude of control current fundamental component is: 

 

𝑖𝐷𝐶𝑎𝑣 ≈
1

𝜋
∫ 𝑖𝐷𝐶 𝑑𝜔𝑡 = 

𝑙

2𝜋𝑁𝐴
[∫ (𝐻𝑖 + 𝐻𝑖𝑖) 𝑑𝜔𝑡  

𝜋

0

]
𝜋

0

 

 

𝑙𝐵𝑠𝑎𝑡

2𝜋𝜇0𝑁𝐴
∫ (− cos𝜔𝑡 − cos

𝛽

2
)  𝑑𝜔𝑡

𝜋

𝜋−
𝛽
2

− ∫ (−cos𝜔𝑡 + cos
𝛽

2
)  𝑑𝜔𝑡

𝛽
2

0

 

 

=
𝑙𝐵𝑠𝑎𝑡

𝜋𝜇0𝑁𝐴
(sin

𝛽

2
−

𝛽

2
cos

𝛽

2
)     (22) 

 

The control current of MCR reaches maximum at 𝛽 = 2𝜋 is: 

 

𝑖𝐷𝐶 𝑚𝑎𝑥 =
𝑙𝐵𝑠𝑎𝑡

𝜇0𝑁𝐴
      (23) 

 

2.5 Harmonic characteristics of MCR 

 

The magnetic controlled reactor takes advantage of the saturation of the small cross-

sectional area of the core and the nonlinearity of the core magnetization curve. The working 

region must be in the nonlinear region; therefore, it will inevitably produce harmonics [32]. 

It should be noted that the core saturation corresponding to the capacity of the MCR is the 

rated magnetic saturation, which is βn. The harmonic characteristics of MCR are analyzed by 

comparing the maximum value of each harmonic current with the rated fundamental current 

in the range of the reactor capacity. The calculation of the maximum value of each harmonic 

wave at0 ≤ 𝛽 ≤ 2𝜋 is shown in Equation (16), in which the base value is the maximum value 

of the rated fundamental current. 

 

{
 

 𝐼1𝑚
∗ =

1

2𝜋
(𝛽 − sin 𝛽)

𝐼(2𝑛+1)𝑚
∗ =

1

2𝜋(2𝑛+1)
[
sin n𝛽

𝑛
−

sin (n+1)𝛽

𝑛+1
]

(𝑛 = 1,2,3, … )

    (24) 

 

The harmonic current distribution of the magnetic controlled reactor is shown in fig. 

9 using Equation (24). The curves of the per-unit value of fundamental wave, 3rd, 5th and 7th 

harmonic current with saturation β calculated by Equation (24) are also shown in fig. 9. It is 

clear from the fig. that the nth harmonic component of the current of the MCR has n zero 

points and (n-1) extreme points. Each extreme point is symmetrically distributed with 𝛽 = 𝜋  
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as the center, and the maximum extreme points of each harmonic are all close to  𝛽 = 𝜋 . 

Again, the whole capacity of the MCR, the maximum content of the total harmonic is not 

more than 8%. It can also be observed that the maximum amplitude of the 3rd harmonic is 

about 6.89% of the rated fundamental current, the maximum amplitude of the 5th harmonic 

is about 2.52%, and the maximum amplitude of the 7th harmonic is about 1.29%, respectively. 

The distortion coefficient of the current waveform will be smaller because the maximum 

value of each harmonic wave is staggered. 

 

 

Fig. 9. Harmonic current distribution of MCR 

 

2.6 Equivalent Circuit of MCR 

 

Under rated sinusoidal power supply voltage, the relationship between the amplitude 

of the fundamental current and the change of the control angle α of MCR is called control 

characteristics [33]. To control the DC bias excitation current in the control winding, the 

thyristor control angle needs to be adjusted. So, by adjusting the thyristor angle, however, we 

can control the added DC bias excitation current to vary the unsaturated regions to change 

their degree of saturation. Therefore, the magnitude of MCR excitation current depends on 

the control angle. The smaller the angle, the greater the excitation current, and the 

magnetization intensity of the unsaturated region and the saturated region is enhanced at the 

same time. In this way, the reactance value can be continuously and smoothly adjusted. By 

increasing the DC excitation current, the speed of excitation can be improved, and the 

dynamic performance of MCR becomes better. 
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Fig. 10. MCR equivalent circuit 

 

2.6.1 Relationship between control angle and magnetic saturation 

The relationship between the control angle α and the saturation β can be obtained from 

the electromagnetic equation of MCR. From the equivalent circuit in fig. 10, if the internal 

resistance 
2𝛿

1−𝛿
𝑅𝐴 of the power supply is ignored, and the control angle of MCR is α, then the 

DC component of control voltage UDC can be derived: 

 

𝑈𝐷𝐶 ≈
1

𝜋
∫

𝛿𝐸𝑚𝑎𝑥 sin𝜔𝑡

1−𝛿

𝜋

𝛼
𝑑𝜔𝑡 =

𝛿𝐸𝑚𝑎𝑥(1+cos𝛼)

𝜋(1−𝛿)
    (25) 

 

Where RA is the winding resistance, Emax is the maximum working voltage, α is the control 

angle of the thyristors and tap ratio   𝛿 = 𝑁𝐷/𝑁𝐴 , is the factor which is determined by varying 

range of reactance in MCR and is usually in between 0.015 to 0.05. A suitable selection of δ 

can make the wave form better, harmonic components small of the reactor current [33]. 

By  𝑈𝐷𝐶 = 𝑖𝐷𝐶𝑅𝐴 , considering the equations (22) and (25) are: 

 

𝑈𝐷𝐶 =
𝛿𝐸𝑚𝑎𝑥(1+cos𝛼)

𝜋(1−𝛿)
=

𝑙𝐵𝑠𝑎𝑡𝑅𝐴

𝜋𝜇0𝑁𝐴
(sin

𝛽

2
−

𝛽

2
cos

𝛽

2
)     (26) 

 

When the control angle 𝛼 = 0 , the saturation  𝛽 = 2𝜋, substituting into Equation (26) 

is: 

 

𝑈𝐷𝐶 𝑚𝑎𝑥 =
2𝛿𝐸𝑚𝑎𝑥

𝜋(1−𝛿)
=

𝑙𝐵𝑠𝑎𝑡𝑅𝐴

𝜇0𝑁𝐴
     (27) 

 

The relationship between the control angle α and the saturation β can be obtained by 

combining the above two Equations (26) and (27): 

 

cos 𝛼 =
2

𝜋
(sin

𝛽

2
−

𝛽

2
cos

𝛽

2
) − 1     (28) 
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The relationship between control angle and magnetic saturation using Equation (28) 

can be obtained graphically as shown in fig. 11. The observation result is relatively intuitive. 

As a matter of engineering practice, the core magnetic saturation β can be obtained according 

to the fundamental reactive current value I1m, and then the control angle of thyristor α can be 

calculated. 

 

 

Fig. 11. Relationship between trigger conduction angle and magnetic saturation 

 

2.6.2 Relationship between control angle and working current 

When the control angle α of the thyristor changes, the core magnetic saturation degree 

changes, and then the inductance changes, thereby leading to the adjustment of the working 

current. The combination of Equations (24) and (28) can be used to obtain the relationship 

curve of the control angle α and I1m
* of the thyristor in the magnetic controlled reactor, as 

shown in fig. 12. It can be seen that there is an obvious nonlinear between the current value 

and the control angle of the MCR, and it is an approximate cosine relationship. 

 

 

Fig. 12. Control characteristic curve of MCR 
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The average output voltage of the single-phase controlled rectifier bridge type shown 

in fig .10 is: 

 

𝑈𝐷𝐶 = 𝑖𝐷𝐶  (𝑅𝐴 +
2𝛿

1−𝛿
𝑅𝐴)      (29) 

 

From Equations (27) and (29), at steady state, the average control current iDC can be 

written as: 

𝑖𝐷𝐶 =
𝛿𝐸𝑚𝑎𝑥(1+cos𝛼)

𝑅𝐴𝜋(1−𝛿)
       (30) 

 

 

Equating Equations (22) and (30) will yield: 

 

𝑈𝐷𝐶 =
𝛿𝐸𝑚𝑎𝑥(1+cos𝛼)

𝑅𝐴𝜋(1−𝛿)
=

𝑙𝐵𝑠𝑎𝑡𝑅𝐴

𝜋𝜇0𝑁𝐴
(sin

𝛽

2
−

𝛽

2
cos

𝛽

2
)     (31)

  

Therefore, control current amplitude of MCR when the control angle  𝛼 = 0, the 

saturation 𝛽 = 2𝜋: 

 

𝑖𝐷𝐶 =
2𝛿𝐸𝑚𝑎𝑥

𝑅𝐴𝜋(1+𝛿)
      (32) 

 

Combining Equations (23) and (31) is: 

 

2𝛿𝐸𝑚𝑎𝑥

𝑅𝐴𝜋(1−𝛿)
=

𝜋𝑙𝐵𝑠𝑎𝑡

𝜇0𝑁𝐴
      (33) 

 

Combining Equations (20) and (31), average working current is: 

 

𝑖𝐴𝐶𝑛 =
𝛿𝐸𝑚𝑎𝑥

𝑅𝐴𝜋2(1−𝛿)
(𝛽 − sin 𝛽)      (34) 

 

Therefore, the working current amplitude of MCR when the control angle = 0 , and 

the saturation 𝛽 = 2𝜋: 

 

𝑖𝐴𝐶𝑚 =
2𝛿𝐸𝑚𝑎𝑥

𝑅𝐴𝜋(1+𝛿)
     (35) 

 

It is evident from Equation (35) that the working current amplitude of the MCR does 

not depend only on the applied voltage, but also on the winding resistance and tap ratio.  

Combining Equations (21) and (35), we obtain: 
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2𝛿𝐸𝑚𝑎𝑥

𝑅𝐴𝜋(1+𝛿)
=

𝑙𝐵𝑠𝑎𝑡

𝜇0𝑁𝐴
     (36) 

 

Therefore, tap ratio δ can also be written as: 

  

𝛿 =
𝜋𝑙𝐵𝑠𝑎𝑡𝑅𝐴

(2𝜇0𝑁𝐴𝐸𝑚𝑎𝑥)−𝜋𝑙𝐵𝑠𝑎𝑡𝑅𝐴
(37)   (37) 

 

This is to say that, when designing the MCR, the effective length of the magnetic circuit, the 

flux density of the core material, winding resistance, winding turns and rated voltage should 

satisfy Equation (37) else, there is a possibility that the magnetic controlled reactor will not 

function properly. 

 

 

3. SIMULATION MODEL OF MCR AND RESULTS 

 

3.1. Simulation  

 

The dimensions and specifications of the magnetic controlled reactor used for the 

simulation are shown in Table 1. A 3D model shown in fig. 13 is successfully designed using 

ANSYS. The 3D simulation calculation was adopted in this paper over the 2D because of its 

high accuracy of simulation results, howbeit it can take an appreciable time. The method of 

transient solution is also applied because it simultaneously has AC and DC sources. As shown 

in the simulation circuit (fig. 14), the excitation source uses voltage source in place of the 

current source, because the use of the current source will produce excessive harmonics in the 

working winding that will seriously affect the current waveform which is not consistent with 

the actual waveform. The magnetic field distribution, magnetic saturation degree, winding 

currents and control angle are mainly obtained with a varied control voltage of 0 V to 6.12 V. 

fig. 15 to fig. 24 show the simulation results of the MCR under the same control voltage. 

Furthermore, the numerical values are presented in Table 2. 

 

Table 1. Dimensions and specifications of the MCR 

Parameter Numerical Value 

Total Winding Turns NA 194 

Control Winding Turns ND 6 

Winding Resistance (mΩ) RA 320 

Valve Cross-Section (mm2) A 1408 

Valve Length (mm) l 10 

Magnetic flux density (T) Bsat 1.8 

DC Voltage (V) UDC 6.12 

AC Voltage (V) UAC 220 

Frequency (Hz) f 50 
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Fig. 13. 3D simulation model of MCR 

 

 

Fig. 14. Simulation circuit of MCR 

 

3.2 Simulation results 

 

 

(a) Magnetic flux direction                                  (b) Magnetic flux density 

Fig. 15. Magnetic flux distribution of MCR in a cycle at t = 9.99s 
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(a) Magnetic flux direction       (b) Magnetic flux density 

Fig. 16. Magnetic flux distribution of MCR in a cycle at t = 3.389s 
 

 

(a) Magnetic flux direction       (b) Magnetic flux density 

Fig. 17. Magnetic flux distribution of MCR in a cycle at t = 3.399s 
 

 

(a) Magnetic flux direction            (b) Magnetic flux density 

Fig. 18. Magnetic flux distribution of MCR in a cycle at t = 3.355s 
 

 

Fig. 19. Simulation results at 𝑈𝐷𝐶 = 0 𝑉 and Windings current waveform at steady state i1, i2 (red 

line) and iAC (blue line) 
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(a) Working current waveform at steady state (iAC)       (b) Control current waveform at steady state (iDC) 

Fig. 20. Simulation results at UDC=0.19 V 

 

 

(a) Working current waveform at steady state (iAC)       (b) Control current waveform at steady state (iDC) 

Fig. 21. Simulation results at UDC=1.53 V 

 

 

(a) Working current waveform at steady state (iAC)       (b) Control current waveform at steady state (iDC) 

Fig. 22. Simulation results at UDC=3.6 V 

 

 

(a) Working current waveform at steady state (iAC)      (b) Control current at steady state (iDC) 

Fig. 23. Simulation results at UDC=5.41 V 
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(a) Working current waveform at steady state (iAC)   (b) Control current waveform at steady state (iDC) 

Fig. 24. Simulation results at UDC=6.12 V 

 

Table 2. Calculation results of the MCR model 

UDC (V) iDC (A) iAC (A) α (0ᴼ) β (0ᴼ) BDC (T) 

0.000 0.00 0.00 180.00 0.00 0.00 

0.19 0.54 1.04 160.00 76.48 0.09 

0.72 2.11 3.76 140.00 123.10 0.23 

1.53 4.51 7.38 120.00 163.52 0.38 

2.53 7.45 11.06 100.00 200.68 0.52 

3.60 10.58 14.17 80.00 235.60 0.65 

4.59 13.52 16.33 60.00 269.00 0.75 

5.41 15.92 17.52 40.00 300.00 0.82 

5.94 17.49 17.97 20.00 331.00 0.87 

6.12 18.03 18.03 0.00 360.00 0.88 

 

Table 3. Simulation results of the MCR model 

UDC (V) iDC (A) iAC (A) α (0ᴼ) β (0ᴼ) BDC (T) 

0.00 0.00 0.58 180.00 0.00 0.00 

0.19 1.83 2.25 161.70 72.00 0.12 

0.72 4.63 5.01 138.64 126.00 0.25 

1.53 7.73 7.98 120.80 162.00 0.38 

2.53 11.13 11.34 111.31 180.00 0.53 

3.60 13.92 14.07 80.94 234.00 0.64 

4.59 16.49 16.61 70.25 252.00 0.73 

5.41 18.40 18.65 48.04 288.00 0.80 

5.94 19.54 19.81 36.51 306.00 0.84 

6.12 21.12 21.10 24.68 324.00 0.85 
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4. RESULTS. DISCUSSION 

 

4.1. Analysis of MCR magnetic field distribution 

 

The ultimate purpose of the magnetic controlled reactor with regards to regulating the 

grid voltage is achieved by adjusting the control winding current value to change the core 

magnetic saturation. Therefore, in order to obtain the accurate electromagnetic characteristics 

of the MCR, it is necessary to analyze the characteristics of each working state, and finally 

summarize if it is in conformity with electromagnetic characteristics of the MCR. The 

magnetic field distribution can effectively judge whether the simulation calculation result is 

accurate or not. In order to comprehensively analyze the magnetic field distribution of 

magnetic controlled reactor in the whole working interval, this paper mainly analyzes the four 

most critical stages of the magnetic field distribution of MCR. 

Fig. 15 to 18 present magnetic field distribution inside the MCR core in a complete 

cycle during steady-state under different working conditions. The results of the simulation 

showed that magnetic flux distribution in the side yokes is uniform but nonuniform in the 

core limbs because of the magnetic valves in them. However, the introduction of these 

magnetic valves helps the MCR to function in the saturation region of the B-H magnetic 

characteristic curve. 

It can be observed from fig.15 (a) and (b) that concentration of the magnetic flux is 

mostly in-between core limbs and side yokes, leaving the middle of the lower and upper yokes 

with least flux. In this instant, there is no DC excitation current in the control winding, so no 

DC flux is present and as a result, the core limbs mainly have AC flux produced by the 

working winding. Moreover, most of the AC flux circulates via the core limbs and side yokes, 

so the working winding reactive value is very large, allowing a very small amount of current 

to flow in the winding. In this case, the MCR is equivalent to an unloaded transformer, 

because both the core and magnetic valves are in an unsaturated state. The magnitude of 

magnetic flux density is almost 1.8T. 

Fig. 16(a) and (b) show the influence of the superimposed magnetic field generated 

by the AC flux and the DC flux when 1.53 V was applied to the control winding. It can be 

observed that, in the first half cycle at time t =3.389s, the core limb I has more magnetic flux, 

followed by the left-side yoke, the right-side yoke and the core limb II respectively. This is 

because, at this moment, the AC voltage and current of the power supply are in positive and 

negative directions, and the DC excitation current is in the same direction with the AC on 

core limb I, which plays a role of enhancing magnetism, while the AC on core limb II is in 

opposite direction to the DC excitation current, which plays a role of demagnetization. 

Therefore, the magnetic valves on core limb I are largely in a saturated state, while the 
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magnetic valves on core limb II are still in an unsaturated state as expected. The magnetic 

flux density is obviously greater than 1.8T. 

Fig. 17(a) and (b), show the behavior of the magnetic flux in the second half cycle 

when the control voltage is still maintained at 1.53 V. It can be seen that at time t =3.399s, 

the magnetic flux on the core limb II is denser, followed by the right-side yoke, left-side yoke, 

and the magnetic flux on the core limb I is the least. This is because, over time, the AC 

reverses direction and follows the DC excitation current direction on core limb II, thereby, 

increasing the magnetization. At the same time, the AC on core limb I turns in the opposite 

direction to the DC excitation current, which leads to demagnetization. The magnitude of 

magnetic flux density is almost 2.1921T. 

Fig.18 (a) and (b), demonstrate the behavior of the magnetic flux when the control 

voltage is set to the half of the rated value, 3.6 V. It is obvious that at time t=3.355s, most of 

the magnetic flux is circulating between core limb I and core limb II. In this instant, there is 

no AC excitation current in the working winding, so no AC flux is present and as a result, 

most of the DC flux flow through core limb I and core limb II, and a small amount of DC flux 

flows through the side yokes. Thus, conforming to the principle of MCR. 

 

4.2. Analysis of MCR control characteristics 

 

The control characteristic refers to the correspondence between the working winding 

current and the control DC bias excitation of the magnetic controlled reactor.  

Through the simulation, working winding current values of the MCR under different 

control DC bias excitations can be obtained.  

The comparison between calculation and simulation of the MCR control 

characteristics is shown in Table 1 and 2 respectively. When the control angles of the 

calculation and simulation are at 00, the working winding current is at a maximum, and when 

both are at 1800 the working winding current is at a minimum. This means that, in the range 

between 00 and 1800, the output capacity of MCR can be smoothly regulated. It can also be 

seen from the same tables that when the control voltage value is 0 V, corresponding working 

current value with respect to the calculation is also 0.00 A, but the simulation current value 

is 0.58 A. This is because the calculation method is modeled based on an ideal situation while 

the simulation model adopted the actual working situation.  

So, the simulation current value represents the magnetization current of the MCR 

under no-load condition. Again, it can be seen from fig. 25 that the simulation current curve 

is slightly larger than that of the calculation curve. This is due to the small difference in the 

B-H curve data. Nevertheless, there is a good correlation among them and in line with the 

principle of MCR. 
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Fig. 25. Control characteristic curve of MCR 

 

4.3. Analysis of MCR harmonics and time difference 

 

It can be seen from fig. 20 that when control winding current value is relatively small, 

the working winding current distortion is relatively large and the harmonic content is 

relatively high. As the control winding current increases, the working winding current 

waveform tends to be smooth with positive and cosine function waveform as shown in fig. 21 

to 24. This is caused by the nonlinear magnetic properties of the ferromagnetic material. 

When the control current is relatively low, the MCR core works at the inflection point of the 

B-H magnetic characteristic curve, and the working winding current distortion rate is 

relatively high. It can also be seen that the steady-state period in fig. 19 is the longest, followed 

by fig.20, 21 to 24 respectively. This is possible because when the control excitation is low, 

the core operates below the inflection point of the B-H magnetic characteristic curve. But 

when control current starts to increase to a higher value, the time during which the core 

operates at the inflection point of the magnetic characteristic curve is decreasing 

continuously. At this juncture, the time for operating in the saturation state is due, and the 

distortion rate of the winding current waveform is decreased and appeared as a sine wave. 

This implies that for MCR working current to reach steady-state, harmonics and time vary in 

proportion to the control DC bias excitation. 

 

4.4. Calculation and simulation of magnetic saturation degree results 

 

The comparison between calculation and simulation of the MCR magnetic saturation 

degree is shown in fig. 26, it can be seen that the magnetic saturation curve measured by 

simulation is in good agreement with that of the calculation values. With the increase of 

control voltage from 2 V, the magnetic saturation degree obtained from calculation tends to 

be a little higher than that measured by the simulation. This is because assumptions were 

made in the calculation in arriving at idealizing the magnetic characteristic curve, while the 

simulation results exhibit the real working performance of the magnetic controlled reactor. 

However, there is a good correlation among them and in line with the principle of MCR. 
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Fig. 26. Magnetic saturation degree of MCR 

 

4.5. Analysis of MCR Inductance 

 

The impedance of the MCR is = 𝑈𝐴𝐶/𝐼𝐴𝐶  . In reference to the data given and results 

of the simulation, reactance XL is far bigger than winding resistance RA, therefore, Z can be 

considered as XL. The relationship between XL and L is𝑋𝐿 = 𝜔𝐿 = 2𝜋𝑓𝐿. The control DC bias 

excitation is varied in the range 0 V to 6.12 V, in which the change of inductance values is 

obtained as shown in fig. 27. It can be observed from the fig. that with the increase of control 

voltage the saturation degree of the core increases and the reactance value of the winding 

decreases. This is because the inductance of a coil is directly proportional to the permeability 

of its core material. When the voltage level of control winding increases to a certain extent, 

the core is completely saturated and the winding reactance value tends to be constant. It can 

also be seen from the same fig. that the inductance curve of the simulation is steeper than that 

of the calculation curve which truly reflects the difference in the B-H curve data. It is 

evidentiary from fig. 27 that the AC inductance value equivalent of the working winding can 

be smoothly regulated with the change of the control DC bias excitation to achieve the 

purpose of adjusting the output capacity of the MCR. The simulation results are consistent 

with the theoretical analysis. 

 

Fig. 27. Inductance curve of MCR 
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5. CONCLUSIONS 

 

This paper mainly discussed the theoretical basis, structure, working principle and 

design model of a magnetic controlled reactor. The engineering simulation tool ANSYS 

Maxwell was used to establish the MCR model and calculate the magnetic field distribution 

and working characteristics. 

Comparison of the calculation and simulation of the MCR model produced 

encouraging results under no-load to full-load working conditions. The results show that 

MCR alternately magnetize and demagnetize in between the left and right core limbs in one 

cycle which means that, the magnetic valves on both sides are alternately saturated and 

unsaturated in the cycle. At the same time, it has been verified that no matter how deep the 

magnetic valves saturate, no saturation phenomenon will occur in the core with large cross-

section within the entire adjustable range. Therefore, the whole capacity of the MCR is 

smoothly adjusted by changing only the magnetic saturation degree of the magnetic valve 

core. The magnetic controlled reactor has approximately linear control characteristic curve, 

but when the current value of the control winding is increased to the rated value, the slope of 

the curve increases slowly and finally tends to a stable value. Through simulation and 

comparison, it is found that a small difference in the magnetic saturation characteristic curve 

can significantly affect the performance of MCR.  

This research has given impetus to the understanding of MCR under actual operating 

condition. In addition, it has provided a vital basis for further research on the performance 

design of MCR. 
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Abstract: The development of Automated Driving Systems (ADS) has the potential to 

revolutionize the transportation industry, but it also presents significant safety challenges. 

One of the key challenges is ensuring that the ADS is safe in the event of Foreseeable 

Misuse (FM) by the human driver. To address this challenge, a case study on simulation-

based testing to mitigate FM by the driver using the driving simulator is presented. FM by 

the human driver refers to potential driving scenarios where the driver misinterprets the 

intended functionality of ADS, leading to hazardous behavior. Safety of the Intended 

Functionality (SOTIF) focuses on ensuring the absence of unreasonable risk resulting from 

hazardous behaviors related to functional insufficiencies caused by FM and performance 

limitations of sensors and machine learning-based algorithms for ADS. The simulation-

based application of SOTIF to mitigate FM in ADS entails determining potential misuse 

scenarios, conducting simulation-based testing, and evaluating the effectiveness of 

measures dedicated to preventing or mitigating FM. The major contribution includes 

defining (i) test requirements for performing simulation-based testing of a potential misuse 

scenario, (ii) evaluation criteria in accordance with SOTIF requirements for implementing 

measures dedicated to preventing or mitigating FM, and (iii) approach to evaluate the 

effectiveness of the measures dedicated to preventing or mitigating FM. In conclusion, an 

exemplary case study incorporating driver-vehicle interface and driver interactions with 

ADS forming the basis for understanding the factors and causes contributing to FM is 

investigated. Furthermore, the test procedure for evaluating the effectiveness of the 

measures dedicated to preventing or mitigating FM by the driver is developed in this work. 
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1. INTRODUCTION 

 

 Automated Driving System (ADS) is a complex system that is designed to perform 

some or all of the driving tasks that are traditionally performed by a human driver [1]. This 

includes acceleration, braking, steering, and navigation with the goal of improving road safety 

and reducing driver workload. Safety is crucial in ADS due to its reliance on perception 

sensors and complex algorithms for situational awareness. Malfunctions or failures in these 

systems can have hazardous consequences for vehicle occupants and other road users. 

Foreseeable Misuse (FM) refers to the potential for human drivers to intentionally or 

unintentionally misuse ADS, leading to unsafe situations. This can occur when drivers do not 

fully understand the capabilities and limitations of the ADS, or when they engage in behaviors 

that are not consistent with the intended use of the system. FM can also occur when drivers 

fail to take over control of the vehicle when required, such as in situations where the system 

is unable to operate safely, or when the driver is required to take over control due to a system 

malfunction [2]. 

The safety challenges associated with FM are significant because they can lead to 

serious accidents and injuries. To address these challenges, it is important to develop and 

implement effective mitigation measures that can prevent or reduce the risk of FM. This 

requires a comprehensive evaluation of the ADS that considers a wide range of driving 

scenarios and human factors, including the driver's understanding of the system's capabilities 

and limitations, their responsibilities, and their ability to comprehend and respond to warnings 

and alerts. 

To illustrate the significance of addressing FM, consider the fatal accident involving 

a Tesla Model S in 2016. The driver was using the Autopilot system, which is intended to 

assist with steering, braking, and acceleration. However, the driver was not paying attention 

to the road and did not take over control of the vehicle when required. As a result, the autopilot 

system failed to detect a truck that was crossing the road, and the vehicle collided with the 

truck, resulting in the driver's death [3]. 

ISO 21448[2] is the standard for Safety of the Intended Functionality (SOTIF) that 

provides guidance to identify and analyze potential hazards and risks associated with the 

intended functionality of an ADS that may arise due to foreseeable misuse by human drivers. 

In the following, the term ‘system’ is used in place of ADS. 

Testing for FM is a challenging task due to the system's complexity and the vast range 

of potential misuse scenarios. Anticipating all potential misuse scenarios poses challenges in 

designing and testing the system to effectively prevent or mitigate such occurrences. 

Additionally, testing for FM can be time-consuming and expensive, requiring extensive 

testing and evaluation to ensure that the system meets intended safety requirements. 
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Simulation-based testing overcomes the above-mentioned challenges by creating a 

controlled environment to systematically evaluate potential misuse scenarios, replicating 

challenging or hazardous real-world scenarios. Simulation-based testing offers a safer and 

more efficient means of comprehensively evaluating a system's responses, robustness, and 

ability to effectively prevent or mitigate misuse effects. 

Patel et al.[4] proposed a simulation-based approach for testing FM by the driver in 

highly automated driving systems and discussed the importance of managing driver-system 

interactions and the implications of driver-vehicle-interface design on these interactions. 

However, the proposed approach in the paper[4] does not focus on the mitigation of FM. 

Mitigation of FM refers to the process of identifying potential misuse of the intended 

functionality of the system and taking measures to reduce the associated risks to an acceptable 

level.  

The major contribution of the presented work lies in defining the simulation-based test 

procedure for evaluating the effectiveness of the measures dedicated to preventing or 

mitigating FM by the driver. In this context, the main contributions of this work are to: 

• Define the test requirements: The test requirements must specify the simulation 

environment, including the vehicle model, the sensor models, and the simulation 

software. The test requirements must be designed to ensure that the simulation 

accurately represents the real-world scenario and that the system's response to the 

scenario can be evaluated.  

• Formulate evaluation criteria: The evaluation criteria must be designed to ensure that 

the measures are effective in preventing or mitigating FM and that they do not 

introduce new hazards or adversely affect the vehicle's intended functionality.  

• Propose an approach to evaluate the effectiveness of measures dedicated to preventing 

or mitigating FM: The approach must include testing the system's response to potential 

misuse scenarios, to ensure that the system can detect and respond appropriately to 

these scenarios. 

 

A. Structure of the paper 

 

The subsequent chapters of this paper are organized as follows: Chapter 2 presents an 

extensive background, briefly explaining misuse types in ADS, factors and causes of misuse, 

accompanied by a case study on simulation-based testing of foreseeable misuse. In Chapter 

3, the concept for simulation-based application is proposed, detailing the workstation setup 

and defining essential test requirements. Chapter 4 delves into approach to evaluate the 

effectiveness of measures dedicated to prevent or mitigate FM, emphasizing conditional 

probability analysis and the assessment of simulation results. Finally, Chapter 5 concludes by 

summarizing key findings and implications, and suggesting future research directions. 
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2. BACKGROUND 

 

A.  Types of Misuse 

 

ISO 21448[2] defines two types of misuse in the ADS: direct misuse and indirect 

misuse. Direct misuse involves conditions that can trigger hazardous behavior in the system, 

while indirect misuse refers to driver behavior that reduces controllability or increases the 

severity of an accident without directly causing hazardous behavior in the system. 

Instances of direct misuse in ADSs include overconfidence in system performance, 

misunderstanding of the system's capabilities, lack of understanding regarding system 

functions, incorrect assumptions about driver interaction based on design specifications,  and 

driver expectations that do not align with the system's capabilities [2]. 

Indirect misuse instances involve driver fatigue leading to decreased ability to interact 

with or monitor automation features, distractions stemming from mobile devices or other 

passengers, reduced attentiveness due to prolonged use or monotonous driving conditions, 

and over-reliance on automated driving functions without maintaining situational awareness 

[2]. 

 

B.  Factors and causes of misuse 

 

Driver Recognition (DR), and Driver Judgment (DJ) are factors and causes of misuse 

that can contribute to direct or indirect misuse scenarios. 

Driver Recognition (DR): Driver recognition refers to the process of perceiving and 

interpreting the driving environment, including the road, traffic, and surrounding objects. 

Failures in driver recognition may manifest when drivers overlook the limitations of ADS or 

misinterpret the driving environment. 

For example, a driver may fail to recognize that the ADS is not capable of detecting 

certain objects like pedestrians or bicycles, and may rely on the system to avoid collisions. 

This can lead to unsafe situations if the ADS fails to detect these objects, and the driver does 

not take appropriate action.[5] 

Driver Judgment (DJ): Driver judgment refers to the process of making decisions 

based on the driving environment and the capabilities of the ADS. FM related to driver 

judgment can occur when drivers make erroneous decisions based on incorrect assumptions 

about the ADS or the driving environment. 

For example, a driver assuming that the ADS is capable of navigating through heavy 

rain or fog, even though the system is not designed for this purpose. The ADS may not be 
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able to detect the road markings or other objects in such conditions, and the driver may not 

take appropriate action, leading to a collision. [5] 

 

C.  Case Study on Simulation-based testing for Foreseeable Misuse by the driver 

 

Patel et al.[4] proposed a strategy for implementing simulation-based testing of FM 

resulting from the system-initiated transition between the human driver and the ADS. The 

system-initiated transition is the process and period for transferring responsibility and driving 

control over some or all aspects of the driving tasks between the human driver and the system. 

Simulation-based testing involves using a driving simulator to simulate a modeled 

misuse scenario in the virtual test environment and analyzing the results to determine whether 

the system meets the intended safety requirements. However, simulation can be limited by 

the underlying assumptions about environmental conditions, sensors, and the vehicle model. 

Patel et al. [4] acknowledged that the strategy presented is to demonstrate an approach 

for simulation-based testing of FM and is not intended to be a distinctive or optimal measure 

dedicated to mitigating FM. Also, the implementation of the strategy has not been evaluated 

in practice, and therefore, the effectiveness of the measures dedicated to preventing or 

mitigating FM has not been evaluated. 

 

 

3. PROPOSED CONCEPT FOR SIMULATION-BASED APPLICATION 

 

A.  Determining SOTIF-related Misuse Scenario 

 

To derive a misuse scenario, various sources, including lessons learned, expert 

knowledge, and brainstorming, can be utilized. ISO 21448 (Annex B1) provides a systematic 

approach for deriving an SOTIF-related misuse scenario. [2] 

The process for identifying a misuse scenario begins with understanding the intended 

functionality of the system. This entails comprehending the system's purpose, its designated 

user base, and the environment in which it will operate. Once the intended functionality is 

understood, the next step is to identify potential misuses of the system. This includes 

understanding how the system could be used in unintended ways and how these misuses could 

lead to hazards. [6] 

The potential misuses can be categorized based on their severity and likelihood. This 

helps prioritize the misuses that pose the greatest risk to safety. Based on the potential misuses 

identified, a misuse scenario should be developed. The misuse scenario should describe how 

the system could be misused, the potential consequences of the misuse, and the likelihood of 

the misuse occurring. [6] 

Lastly, the evaluation of the misuse scenario is crucial to determine its impact on the 
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safety of the ADS. This includes assessing the likelihood of the misuse occurring, the severity 

of the consequences, and the effectiveness of any mitigation measures that could be 

implemented. It is important to note that misuse scenarios should not only consider deliberate 

violations but also human driver errors that could lead to the unintended use of the system. 

The Table 1 depicts a description of a misuse scenario derived from [4], in accordance 

with an example methodology outlined in ISO 21448 (Annex B1).  

 

Table 1: Description of SOTIF-related misuse scenario, adapted from [2] 

Potential 
SOTIF- 
related 
misuse 
scenario 

Stake- 
holder 

Foreseeable 
Misuse 

Driver- 
System 
Interac- 
tions 

Environ- 
mental 
Condi- 
tions 

Derived 
Haz- 
ardous 
Scenario 

Factors Causes 

 
Described 

below 1 

 

 

Driver 

Recogni 
tion 

False 
recogni- 
tion 

 
Described 

below 2 

 
Described 

below 3 

 
Described 

below 4 

Judgeme

nt 

Misjugm
ent 

 
1 The Ego-Vehicle encounters a road with missing lane markings during automated 

driving on a two lane one-way highway and executing lane change maneuver from right to 

left lane. The camera sensor cannot estimate the location of the lane boundary due to a 

performance limitation of the camera sensor. Ego-Vehicle starts to leave the lane and driver 

is notified to take control of the driving tasks by means of Take-Over-Request (TOR). 
2 “Delayed Take-over” and/or “Take-Over and perform Over/Understeer” 

    Weather: clear 

    Light Condition: daylight 

    Traffic Condition: light traffic 

    Roadway Surface and Features: missing lane markings 
4 Driver fails to take-over the control of the driving tasks, resulting in lane departure 

of Ego-Vehicle. 

 

B. Workstation setup for Simulation-based Testing 

 

The workstation has been developed with an integrated driving simulator equipped 

with hardware tools, including the Logitech G29 steering wheel, pedals, and gearbox, 

integrated with a simulation tool, IPG CarMaker, to perform simulation-based testing of 

foreseeable misuse. The driving simulator is static simulator that allows a human driver to 

engage in the simulation-based application. 

The block diagram in figure 1 represents a workstation setup consisting of several 

components that collaborate to execute driving tasks. 
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Fig. 1: Representation of a workstation setup to perform simulation-based testing of foreseeable 

misuse by the driver 

 

The “Foundational DVI subsystem” is responsible for man- ual driving and allows the 

driver to interact with sensor module, controller module, environment module, and other 

ehicle modules. 

“CarMaker” is a software tool for developing and testing virtual vehicle models, while 

“CockpitPackage” is an exten- sion in CarMaker that facilitates the integration of hardware 

components including steering wheels, clutch/brake/gas ped- als, and gear shifters into the 

simulation environment. 

The “Communication/Information” subsystem provides vi- sualization of the 

simulation and includes modules like IPG- Movie for real-time 3D animation of the virtual 

driving simulation and Sound-Maker software for 3D audio. It also en- compasses the Visual 

Module, which contains the Instruments Panel sub-module for providing information to the 

driver about the current status of the driving mode and warnings in case of upcoming events. 

TestManager is a software tool employed in CarMaker for simulating Test Cases (TC). 

It permits the creation, execution, and management of TC. The test cases are a set of 

predefined procedures that are used to verify the functionality of the system under test. The 

TestManager sequentially invokes the TestRuns to execute a Test-case Series (TCS). After 

each TCS, a TestReport is generated, displaying all executed TC and their outcomes. The 

TestManager also allows the addition of pass/fail criteria to determine TCS success. 
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C. Defining test requirements for performing simulation-based testing 

 

The simulation requirements become relevant at different phases of simulation-based 

testing. Therefore, test requirements are formulated in form of a checklist, encompassing a 

series of questions. The checklist is presented in form of question cards. 

Table II illustrates the template of the presented question cards. In the top-right 

corner of the question card, the question number is denoted by [1, 2, ..., n], followed by the 

primary question. On the bottom-left, possible responses to the ques- tion are provided. An 

explanation for the respective question is provided in the bottom-right corner of the table. 

 

Table 2: Template of the checklist 

 Question Number [1,2,. . . ,n] 

Main Question 

Possible Response Explanation 

 

In the following, a set of questions (No.1 – No.10) representing the requirements for 

the simulation-based testing are provided in Table 3 below. 

 

Table 3: Question Cards 

Question 

Number 

1 

Does the system performs automated driving of the ego-vehicle by providing longitudinal and lateral 
control in the modeled scenario? 

Yes / No The simulation starts initially in automated driv- ing mode. It is intended to provide 
longitudinal control of the Ego-Vehicle on a right lane in a one way two-lane highway 
environment. All automated driving function should be active and work. 

Question 

Number 

2 

Does the Ego-Vehicle encounters a road with unclear lane markings during the initialization of 
the lane change from right lane to left lane? 

Yes / No The Ego-Vehicle encounters a part of the road with unclear lane markings while executing 
lane change maneuver from right to left lane. 

Question 

Number 

3 

Does the ADS send a warning to the driver when the Ego-Vehicle encounters the specified road 
conditions in Question 3? 

Yes / No Visually and auditory warning is sent out at 
6.04 seconds of the simulation time and the lane departure warning is activated because 
unclear lane markings are detected. 

Question 

Number 

4 

If the driver not respond to the warnings, does the system notify the driver by issuing 
imminent Take-Over-Request (TOR)? 
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Yes / No If the driver not response to the warning then the ADS will request the driver to 
Take-Over (TO). The TOR is sent at 7.96 seconds of the simulation time. 

Question 

Number 

5 

Does the driver response to the TOR? 

Yes / No The driver can respond to the TOR and does the TO of driving task by means of 
driver- vehicle-interface (Logitech G29 Steering Wheel buttons). The system is 
expected to remain op- erational in automated driving mode until the driver is able 
to regain control of the driving task. 

Question 

Number 

6 

Does the system transition into automated driving with reduced function- ality mode and 
performs minimal risk maneuver? 

Yes / No If the driver does not TO the driving tasks in the event of TOR, the system will 
transition to the automated driving with reduced functionality. Subsequently, a 
minimal risk maneuver is per- formed by the system to keep the Ego-Vehicle in 
its lane and to automatically stop the Ego- Vehicle on the side of the road in a safe 
manner [7]. 

Question 

Number 

7 

Does the driver TO of the driving task in the specified time? 

Yes / No The driver does take-over in time, if the TO time is less than 1.77 seconds [8]. The 
TO-time is the difference between TOR and TO. Take-over after 
1.77 seconds are considered as delayed TO (i.e., considered as FM). 

Question 

Number 

8 

Does the adjusted Steering wheel Angle (SWA) by the driver after TO lead to Oversteer or 
Understeer (i.e, considered as FM) ? 

Yes / No Ideal SWA could be defined as the SWA that will centre the Ego-Vehicle in the 
middle of the current lane (left lane). 
• Over-steer if the adjusted SWA is greater than ideal SWA. 
• Understeer if the adjusted SWA is smaller than ideal SWA. 

Question 

Number 

9 

Does the FM by the driver lead to Hazard? 

Yes / No Hazard if the Ego-Vehicle departs lane. 
a. Lane departure towards the east from left lane or 
b. Lane departure towards the west from left lane 

Question 

Number 

10 

Does the driver able to handle the driving situation (after TO by driver), measured as 
controllability? 

Yes / No Likelihood that the driver can cope with driving situations including the system 
limits and system failures is defined as “controllability” [9]. 
• Controllability is provided if driver does TO successfully without leading to 
hazard. 
• Controllability is not provided if driver TO unsuccessfully leading to hazard. 
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4. APPROACH TO EVALUATE THE EFFECTIVENESS OF MEASURES 

DEDICATED TO PREVENTING OR MITIGATING 

FORESEEABLE MISUSE 

 

A. Conditional Probability Analysis 

 

Conditional probability analysis is chosen as the primary approach to establish a 

systematic and quantifiable approach to understanding relationships between factors and 

causes of FM within the ADS. In particular, the focus is on two key elements: False 

Recognition (FR) and Misjudgment (MJ). 

The choice of employing the conditional probability anal- ysis approach is informed 

by the methodology outlined by Mkrtchyan et al. [10], which demonstrates the applicability 

of this approach in evaluating safety-critical systems. 

The below provided analysis is based on considering the SOTIF-related misuse 

scenario described in Table 1, and in accordance with defined requirements in Table 3. 

Misjudgment (MJ): It relates to situations where the driver makes an erroneous 

decision during the Take-Over (TO) pro- cess, potentially resulting in under-steering or over-

steering, and potential for a lane departure (i.e., hazard). 

The probability of Misjudgment is assessed under two conditions: 

1) when there is no delayed take-over (TO ≤ 1.77 seconds) and a Hazard (H) is present, 

mathematically expressed as: 

       (1) 

2) when there is a delayed take-over (TO > 1.77 seconds) in the presence of a Hazard 

(H), mathematically expressed as: 

             (2) 

False Recognition (FR): It occurs when the driver fails to promptly recognize the 

necessity of take-over control. This can result in delayed takeover, leading to a delayed take-

over and the potential for a lane departure (i.e., hazard). 

The probability of False Recognition is evaluated under the condition of a delayed 

take-over (TO > 1.77$ seconds) when a hazard (H) is present, mathematically expressed as:  

   (3) 
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As a visual aid, figure 2 illustrates a probability tree dia- gram depicting the 

relationships between Misjudgment (MJ) and False Recognition (FR). This diagram provides 

a struc- tured representation of conditional probabilities, enhancing the understanding of the 

interactions among various factors and causes of FM. 

 

Fig. 2: Probability Tree Diagram for Misjudgment (MJ) and False Recognition (FR) 

 

• The top level represents the conditional probability of Misjudgment (MJ). 

• The second level represents the two scenarios based on Takeover (TO) time being less 

than or greater than 1.77 seconds. 

• The third level represents the presence or absence of Hazard (H) in each scenario. 

• The last level represents the conditional probability of False Recognition (FR) based 

on the Takeover (TO) time and Hazard (H) conditions. 

 

B. Evaluation of simulation-based application 

 

An exemplary Table 4 of Test Case Series (TCS) is presented based on results of 

simulation-based application of FM. Because of the high amount of TC, all simulation results 

of TC are not entailed. Only a exemplary Table 4 is provided to demonstrate the results. 

TestManager is a tool employed in software CarMaker for simulating Test Cases (TC). 

TestManager allows the creation, execution, and management of TC. The TestManager 

sequen- tially invokes the TC to execute a Test-case Series (TCS). 

Table 4: Exemplary Test Case Series (TCS) 

TC TO TO t2 [s] delta T2 [s] DelTO SWA [deg] H H t3 [s] delta T3 [s] 

1 1 10.2300 2.2700 1 12.5144 0 0.0000 0.0000 

2 1 10.7300 2.7700 1 3.2086 0 0.0000 0.0000 

3 1 11.0800 3.1200 1 15.2058 1 11.1000 0.0200 

4 1 9.1200 1.1600 0 32.1657 1 10.4000 1.2800 

5 1 11.3500 3.3900 1 10.5064 1 11.1000 0.4600 

... ... ... ... ... ... ... ... ... 

TCn ... ... ... ... ... ... ... ... 
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 The Test Cases (TC) encompass various parameters, includ- ing Takeover (TO), Delayed 

TO (DelTO), and Hazard (H), which are logic values, either 0 or 1. The explanations for each 

parameter are presented below. 

1) Takeover (TO): The parameter “TO” signifies whether the driver take-over control of 

the driving task in a given TC. A value of 1 indicates a take-over of the driving task 

by the driver. 

2) Delayed Takeover (DelTO): The parameter “DelTO” is set to 1 when the driver take-

over control after or/ more than 1.77 seconds. To calculate DelTO, “delta_T2” is used, 

representing the time difference between the Takeover Re- quest (TOR) time (fix 

value=7.96 seconds [4]) and the actual Takeover time (TO_t2). For instance, in TC 1, 

“DelTO” is 1 because the driver does take-over after 2.27 seconds. 

3) Hazard (H): The parameter “H” indicates the lane departure of the vehicle (i.e., 

hazard) during a TC. It equals 1 if a hazard occurs. For instance, In TC 3, TC4 and 

TC5, “H” is 1 that indicates a lane departure. 

4) Hazard Time (H_t3) and Delta_T3: The parameter “H_t3” represents the time of a 

hazard in a TC, and “Delta T3” is the time difference between “H_t3” and “TO_t2”. 

In TC_3, “H_t3” is 11.1 seconds, and “Delta_T3” is 0.02 seconds. 

5) Steering Wheel Angle (SWA): The parameter “SWA” reflects the driver’s steering 

input at take-over. It is calculated as the difference between SWA at “TO_t2” and the 

maximum steering input immediately after take-over. 

 

C. Assessment of Simulation Results 

 

As mentioned in requirement Table 3, question 10, likeli- hood that the driver can cope 

with driving situations including the system limits and system failures is defined as 

“controlla- bility”. 

Within the simulation-based application, a total of 50 Test Cases (TC) were conducted. 

Among these, 22 TC (44%) exhibit controllability, signifying that the driver could regain 

control of the vehicle after a take-over. Conversely, 28 TC (56%) revealed a lack of 

controllability, resulting in hazard. 

Table 5 presents probability analysis results based on simulation results. It outlines 

the likelihood of different events related to driver controllability. The outcomes reflect the 

chances of a specific scenario, including Misjudgment (MJ) and False Recognition (FR) under 

different driving conditions: 

 

Table 5: Probability Analysis Results Based on Simulation Data 

Probability Condition Number of Test  Cases Percentage 

P(TO   1.77s X H) 10 20% 

P(MJ X TO   1.77 s X H) 6 12% 
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Probability Condition Number of Test  Cases Percentage 

P(TO   1.77 s X H) 2 4% 

P(MJ X TO   1.77 s X H) 8 16% 

P(FR X TO   1.77 s X H) 2 4% 

 

The conditional probabilities, as outlined in Table 5, can be calculated from Chapter 4.A 

 

Misjudgment (MJ) Probability: 

1) When there is no delayed take-over (TO ≤ 1.77 seconds) and a Hazard (H) is present 

        (4) 

This signifies that a driver is 1.67 times more likely to misjudge a situation when there 

is no delayed take-over (TO ≤ 1.77 seconds) and a Hazard (H) is present. 

2) When there is a delayed take-over (TO > 1.77 seconds) in the presence of a Hazard 

(H): 

      (5) 

In this case, the likelihood of misjudgment is significantly reduced when there is a 

delayed take-over (T O > 1.77 seconds) in the presence of a Hazard (H). 

False Recognition (FR) Probability: The probability ofFalse Recognition is evaluated under 

the condition of a delayed take-over (T O > 1.77 seconds) when a hazard (H) is present: 

      (6) 

This implies that the probability of false recognition remains at 100% when there is a 

delayed take-over (TO > 1.77 seconds) and a Hazard (H) is present, indicating a high 

likelihood of recognizing a false situation. 

It is important to note that these calculated probabilities are specific to particular 

conditions and a scenario with a limited number of test cases used in the simulation. These 

values are derived based on a specific threshold of 1.77 seconds for take-over time, and results 

may vary with different thresholds. Additionally, these results do not account for other 

potential factors that could influence driver behavior. 

 

 

5. CONCLUSION AND FUTURE WORK 

 

The paper introduces a comprehensive strategy for eval- uating the effectiveness of 

measures designed to prevent or mitigate Foreseeable Misuse (FM) within Automated 

Driving Systems (ADS). The primary approach employed for the assessment is Conditional 
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Probability Analysis (CPA), with a specific focus on key factors and causes for FM, including 

False Recognition (FR) and Misjudgment (MJ). The applica- tion of CPA is directed applied 

to a Safety of the Intended Functionality (SOTIF)-related misuse scenario. 

The analysis provides valuable insights into the conditional probabilities associated 

with the occurrence of Misjudgment and False Recognition under various driving conditions. 

It is notably observed that the likelihood of Misjudgment diminishes significantly when a 

delayed Take-Over (TO) takes place, especially in the presence of a hazard (H). In contrast, 

the probability of False Recognition remains considerably high when TO is delayed and leads 

to a Hazard (H). 

While these findings offer valuable insights into the evalu- ation of FM within ADS, 

it is essential to acknowledge that the calculated probabilities are specific to a specific misuse 

scenario and limited number of Test-cases utilized in the simulation. These values provide a 

foundational starting point for further refinement and adaptation to real-world scenarios, 

accounting for variations in threshold values for TO and other potentially influential factors 

affecting driver behavior. 

There are several promising directions for future research. To begin, future 

investigations should prioritize the collection and analysis of real-world data to authenticate 

the outcomes from the simulation-based approach. Validating these findings in actual driving 

scenarios is pivotal for a more precise understanding of Foreseeable Misuse (FM). 

Additionally, conducting sensitivity analyses on the thresh- old value of Take-Over 

(TO) time is crucial. This exploration will provide more insights into how alterations in the 

TO threshold value affect conditional probabilities. Moreover, an extensive examination of 

driver behavior and cognitive pro- cesses during take-over scenarios is necessary. This 

research should explore elements like driver fatigue, distractions, and driver experience and 

their conspicuous influence on FM likelihood. 
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Abstract: Computers that we connect to a network serve to exchange data, which is 

located in the computer's working memory. Data transmission can also be done through 

electronic signals, and these connections can be wireless networks or wired networks. The 

bits that are sent one after another simultaneously correspond at an appropriate speed, 

converting digital signals into analog signals and vice versa, which is a modern process. 

Computers can also be connected to a local network and a branched network. Each 

computer connected to the network has its own unique number (address) from which it can 

be recognized on which continent it is, in which country, and to which server address it is 

connected. Data is sent according to a pre-agreed protocol, in the form of packets. Security 

measures for protecting sensitive data and documents have existed for a long time in the 

world. Throughout history, many methods have been developed regarding data protection 

and internet security. Methods of providing protection on the internet were sometimes not 

effective and did not provide the necessary level of protection. With the development of 

cryptography and technology, very good methods of encryption and document protection 

have been discovered. Information systems are the foundation of basic and modern 

business operations. Their fundamental task is to be based on network systems, as well as 

their operation and security. That's why it's extremely important to familiarize ourselves 

with the security issues of computer networks and the ways in which these problems are 

resolved. 

 

 

 

1. INTRODUCTION 

 

 Computer networks were initially designed to connect computers situated in locations 

enabling them to exchange and share data simultaneously essentially allowing 

communication. In the past the majority of data transmitted through these networks was, in 
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form. However with the advancements in multimedia and network technologies today 

multimedia content has become a part of the internets evolution. 

Various products like internet telephony, internet television, video conferences and 

others have emerged on the market as a result. In scenarios people will increasingly rely on 

services such as distance learning and distributed simulations that won't necessitate team 

members being physically present within the building or even country. The economic 

advantages of arrangements are quite evident. 

To facilitate better quality communication for business purposes network services 

need to develop hardware and software infrastructure along with tools that support the 

transmission of multimedia services within computer networks. 

The utilization of computers as communication tools will contribute significantly to 

enhancing network services. There is a belief that in course multimedia networks will replace 

phones, televisions and other inventions that have played pivotal roles in reshaping our lives 

in the past. 

Fast forward sixty years later; information systems have permeated every aspect of 

activity. In todays world existence, without computer networks and their associated security 

measures is simply unimaginable. 

 

 

2. HISTORY OF COMPUTER NETWORKS 

 

Computer networks emerged as a result of applications developed for large corporate 

companies. Companies recognized the efficiency problem of their employees who had to 

transfer the written material to disk units in order to print it. They had to copy certain types 

of data to a computer with a connected printer before being able to print a specific document. 

To simplify and, above all, reduce costs in business operations, companies began to 

invest in network technology and their security for better and more secure business practices. 

In the early 1980s, computer networks experienced tremendous growth, although the early 

networks were quite insecure. 

Due to the rapid expansion of computer networks and their security, there was a period 

of incompatibility among network systems funded by different companies. The solution to 

this problem was the LAN (Local Area Network). Perhaps the most important moment was 

in 1983 when the network, using NCP-A (Network Control Protocol), transitioned to TCP/IP 

(Transmission Control Protocol / Internet Protocol), a newer technology that is widely used 

in the world today. 

Packet-Switched technology describes the sending of specific data in small packaged 

units called packets. They are routed through the network using the targeted IP address 

contained in the packet. The packet traveling this way will reach its destination, and it is 

crucial that all other packets also reach their destinations. 
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Sharing data for packet transmission allows the same communication network to be 

shared among a larger number of users in the network. Each computer connected to the 

network also has its own unique number (address) from which it can be identified in which 

part of the world, in which country, and through which server it is connected. Data in the 

network is sent according to agreed-upon protocols and in the form of packets. 

 

 

3. NETWORKS AND THEIR DIVISION 

 

 The division and types of services that an information network should provide are as 

follows: 

• In speech and communication, in digital form, through channel or packet procedures, 

text communication, data communication through real-time or delayed procedures, 

access to banking and computer data services, and their processing. 

• Image communication, videophone, telefax, multimedia communication, and remote 

control. 

 

In addition to the physical format for network connections, computer networks can also be 

distinguished by size: 

• Local Area Network (LAN): Simple networks where two computers are connected via 

cable. 

• Home Area Network (HAN): These are computers within a single household that 

connect personal electronic devices such as mobile phones, laptops, and HDTVs. 

• Wide Area Network (WAN): These are computers spread worldwide and connected 

through telephone lines, satellite links, and radio links. 

• Metropolitan Area Network (MAN): Data network in larger cities that connects large 

companies. 

  

 

4. TYPES OF NETWORK MEDIA 

 

Media used for transmission, also known as physical media, are used to connect computer 

devices in a network and consist of: 

• Electrical cables (ETHERNET, Home PNA, network communication). 

• Optical cables (fiber-optic communication). 

• Radio waves (wireless communication). 

In the OSI model, they are defined in layers 1 and 2, the physical layer and the data link layer. 

The widely adopted family of transmission media used in LAN technology is known 

as the ETHERNET cable. Data transmission is carried out over copper and optical cables. 
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Standard wireless LAN networks also use radio waves and other frequencies as means of 

transmission. Communication through electrical lines utilizes a network cable for data 

transmission. 

 

 

5. DEVICES AND NETWORK NODES  

 

In addition to any physical media transmission that exists, networks comprise 

additional and fundamental system blocks, such as Network Interface Controller (NIC), 

repeaters, HUBs, bridges, switches, routers, modems, and other protective barriers 

(FIREWALL)." 

 

5.1. Network User Interface 

     

Network Interface Control is a computer hardware component that enables a computer 

to access and transmit data, and has the capability to process network information at a lower 

level. NIC can have a connector for accepting a cable or an antenna for wireless data 

transmission. NIC responds to traffic directed to either the NIC itself or to the computer alone. 

In Internet networks, each controller has its unique MAC (Media Access Control) 

address, which is 6 octets long (e.g., 00-0a-83-B1-c0-b8) and is typically stored in the 

controller's permanent memory. To avoid address conflicts between network devices, the 

Institute of Electrical and Electronics Engineers (IEEE) maintains and administers the 

uniqueness of MAC addresses. 

 

5.2. Repeaters and Hubs 

 

A repeater is a network device that receives a network signal, cleans it from 

unnecessary noise, and regenerates (amplifies) it. The signal is then retransmitted at a higher 

power level or on the other side of an obstacle, allowing it to cover greater distances without 

degradation.  

In Internet configurations, repeaters are necessary for cables longer than 100 meters, 

while with optical fibers, they can be located tens, or even hundreds of kilometers apart. 

Repeaters with multiple ports are more commonly known as hubs, and they operate at the 

physical layer of the OSI model. 

 

5.3. Bridge 

 

A network bridge connects and filters traffic between two network segments at the 

data link layer of the OSI model to form a single network. This breaks up the network domain 
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while maintaining the broadcast domain. Network segmentation divides a large congested 

network into smaller, more efficient networks, and there are three basic types: 

• Local bridges: connect LANs. 

• Remote bridges: can be used to create a WAN between LANs. Remote bridges, 

where the connection is slower than the end networks, have mostly been replaced by routers. 

• Wireless bridges: can be used to connect LANs or link remote devices to LANs.  

 

5.4. Switch 

 

A network switch is a device that manages the flow of data between parts of a local 

area network (LAN). Unlike a hub, a switch divides network traffic and sends it to specific 

locations, while a hub sends data to all devices on the network. They are used for medium-

sized networks because they are more efficient and effective than hubs. A switch provides a 

computer with the full network speed, while other computers connected to a hub only receive 

a portion of the connection. 

 

5.5. Routers 

 

A router, or network router, is a device used to interconnect computer networks. It has 

the function of determining the exact path each data packet should take and forwarding that 

same packet to the next device in the sequence. In local networks, a router is usually set up 

as the link between the network and the internet, i.e., it is assumed to be the network exit 

point (GATEWAY). 

 

5.6. Wireless Access Point (WAP) 

 

A WAP is a network hardware device that allows a device compatible with a WiFi 

network to connect to a wired network. A WAP is usually connected to a router (via a wired 

network) as a standalone device, but it can also be an integral part of the router itself. A WAP 

differs from a hotspot, which is a physical location where WiFi access to a wide area network 

(WAN) is available. 

 

5.7. Modem 

 

Modems (modulators-demodulators) are used to connect network nodes using wires 

originally not designed for digital network traffic or for wireless connections. Modems are 

commonly used for telephone lines, utilizing digital subscriber line technology. They 

modulate the digital signal into a form suitable for transmission over communication 

channels, and subsequently demodulate it back to its original form after transmission. 
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5.8. Firewall 

 

A firewall is a network device used for security control and access rules in a network. 

They are typically configured to reject access from unknown sources while allowing actions 

from known ones. They play a vital role in network security with the constant rise of cyber 

attacks. 

 

 

6. PROTECTION AND SECURITY OF COMPUTER NETWORKS 

 

There has always been a need to protect sensitive data, and consequently, documents 

containing such information. Throughout history, many methods have been developed in 

attempts to preserve the confidentiality of important data. Many of these methods were simple 

and did not provide sufficient protection, often resulting in breaches of confidentiality. With 

the development of cryptography and technology, very effective encryption methods and 

document protection techniques have been discovered. 

Encryption is a good way to prevent unauthorized individuals from accessing the 

content of a sensitive document. However, once a document is decrypted with a secret key, a 

malicious authorized person can save, copy, print, or forward the document. Restricting 

access to a document to a select few individuals is one approach to document protection, but 

there is always a possibility that one of the trusted individuals may disclose the information. 

In such a case, it is necessary to identify the person who leaked the information, which 

is not always a straightforward task. A solution that ensures the protection of sensitive 

information cannot rely on a single technology. 

 

6.1. Antivirus Protection 

 

Antivirus programs constitute a specific category of software designed primarily for 

the identification, neutralization, and elimination of viruses, worms, trojans, and other 

malicious programs. The fundamental task of an antivirus program is to recognize a virus and 

protect the system from its effects. If a computer is infected with a virus, the antivirus program 

must isolate and remove it. Antivirus definitions are used to identify viruses. Each virus is 

characterized by a specific sequence of octets (character codes), as it is fundamentally a 

computer program. After detecting a viral sequence in a file, the antivirus program will:  

• Attempt to repair the file by removing the virus itself, 

• Place the file in quarantine so that no program can access it, preventing the virus from 

spreading further, 

• Delete the infected file. 
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Since viruses are constantly evolving, the database of virus definitions and their codes 

needs to be constantly updated, often multiple times a day. This is typically done by the 

antivirus programs themselves. If the definitions were not updated, the antivirus program 

would not be able to recognize new viruses. 

The failure to update virus definitions is the main reason for the continued spread of 

some long-known viruses. To outsmart virus detection mechanisms, virus developers often 

create so-called oligomorphic, polymorphic, or metamorphic viruses. These viruses change 

their form and source code, aiming to go unnoticed in each subsequent "incarnation." 

Another way antivirus programs operate is by monitoring the behavior of all programs. 

If a program attempts to write data into the executable code of another program, access the 

network, or try to send data to a specific port, the antivirus program will signal and notify the 

user. 

 

6.2. Encryption 

 

An important part of protecting documents stored on computer hard drives, especially 

laptops, is encryption. Through this relatively simple process, it is possible to prevent the 

exposure of confidential information in the event of a lost laptop, as well as attacks by 

malicious users who gain physical access to the computer. Most modern operating systems 

have built-in mechanisms that allow for the encryption of stored data. 

The encryption process involves transforming open or clear text into text that is 

unintelligible to unauthorized individuals. The individuals for whom the document is intended 

and who are allowed to read it must possess a special key to convert the document back into 

clear text, or decrypt it. There are symmetric and asymmetric cryptographic systems. 

In a symmetric cryptographic system, the key for encrypting or transforming the 

document into unintelligible text is the same as the key for decrypting it, while in an 

asymmetric cryptographic system, this is not the case. In communication through messages, 

there is usually a sender and a recipient of the message. 

Asymmetric cryptographic systems are based on certain properties of numbers 

explored in number theory. The idea is explained by the following example. Ana creates her 

own pair of keys: one for encryption and one for decryption. Assuming that asymmetric 

encryption is a form of computer encryption, Ana's encryption key is one number, and the 

decryption key is another number. Ana keeps her decryption key secret, which is why it is 

usually referred to as the private key. However, she publicly publishes her encryption key, 

making it available to everyone. 

An example of the most commonly used asymmetric cryptographic system is RSA, 

authored by Ron Rivest, Adi Shamir, and Len Adleman. Other examples of such algorithms 

include ElGamal, NTRUEncrypt, LUC, and others. The security of encrypted documents 
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depends on which algorithm is used for encryption and the length of cryptographic keys. 

Attackers may conduct cryptanalysis on the text they want to decrypt. 

 

6.3. The IPSec protocol  

 

(IP Security) is a set of extensions to the IPv4 protocol that ensures basic security 

aspects of network communication, including confidentiality, integrity, authentication, and 

non-repudiation. It's worth noting that IPSec, in addition to extending the currently used IPv4, 

also comes as an integral part of the IPv6 protocol. As it integrates with the IP protocol, IPSec 

implements secure network communication at the third, or network layer, of the ISO OSI 

model of this protocol, i.e., the internet layer when considering the TCP/IP stack. Of course, 

security can also be implemented in other layers, from the physical to the application layer 

(such as SSH, SSL/TLS). Each implementation has its own advantages and disadvantages. 
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Abstract: This paper aims to perform a comparison of two methodologies used in project 

management and project work. It first describes the basic characteristics, strengths, and 

weaknesses of both methodologies to facilitate reaching certain conclusions. Then, it 

derives specific conclusions through a cross-comparison. 

 

 

 

1. INTRODUCTION 

 

 As an introduction, we will first briefly explain the concept of "project management." 

Project management is the process of planning, executing, and controlling activities with the 

aim of achieving specific goals within a defined timeframe, budget, and resources. Key 

elements of project management include: (R. Mulcahy, 2013) 

1. Goal Definition: Setting clear and measurable project objectives to understand what 

needs to be accomplished. 

2. Planning: Developing a detailed plan that includes tasks, resources, timelines, and 

budgets. 

3. Execution: Carrying out activities according to the plan, monitoring progress, and 

addressing emerging issues. 

4. Risk Management: Identifying and managing potential risks that may impact project 

success. 

5. Monitoring and Controling: Regularly tracking project progress compared to the 

plan and properly managing changes. 
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6. Communication: Effective communication with team members, stakeholders, and 

decision-makers. 

7. Project Closure: Assessing achieved results and closing the project once objectives 

are met. 

Project management requires a balance between precision in planning and the ability 

to adapt to changes. Learning from experiences and continuous improvement are also critical 

aspects of project management. In this regard, it's essential not to limit oneself to a single 

project management methodology, but to explore various methodologies, as each has its 

strengths and weaknesses that come to the fore depending on the project type and its planning 

and execution circumstances. 

In the following text, we will compare the previously dominant Waterfall (Natural, 

Traditional) methodology with one of the most well-known agile methodologies, the Scrum 

methodology. However, to do this, we will first introduce both methodologies, discuss their 

fundamental characteristics, strengths and weaknesses, mention the "Agile Manifesto," and 

then, through analysis based on a hypothetical scenario, arrive at a conclusion regarding when 

and how to use these project management methodologies. 

 

 

2. BASIC CHARACTERISTICS OF THE WATERFALL METHODOLOGY 

 

Project management in the Waterfall methodology is a traditional approach to project 

management that consists of sequential phases executed in order, with minimal backtracking 

to previous phases. The fundamental characteristics of this methodology are: (Project 

Management Institute, Inc., 2013) 

- The project is divided into clearly defined phases, such as initiation, planning, 

execution, control, and closure. 

- Each phase is executed sequentially, then proceeds to the next phase. Before moving 

to the next phase, each phase must have clearly defined objectives and specifications. This 

means that all project requirements and goals are identified and documented in advance. 

- The Waterfall approach is carried out linearly, meaning there is no going back to 

previous phases. Each phase must be fully completed before moving on to the next. 

- Quality control activities are conducted in each phase to ensure that objectives are 

met, and results are satisfactory. 

- Projects managed with the Waterfall methodology often require detailed 

documentation in each phase, including plans, specifications, analyses, and reports. 

- The Waterfall methodology is most suitable for projects that can be fully planned in 

advance and where significant changes are not expected during execution. 

- The Waterfall approach can be rigid and less flexible for projects that require 

significant number of changes or adaptations during execution. 
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The advantages of the Waterfall methodology can be summarized as follows: 

- The Waterfall approach provides a clear structure and precisely defined phases, 

making it easier to understand and manage the project. Each phase has its specific objectives 

and tasks, ensuring precision in planning and execution. 

- Phases in a Waterfall project often include quality control and verification activities. 

This allows problems to be identified and addressed in the early stages of the project, reducing 

the risk of unexpected issues later on. 

- The Waterfall methodology requires detailed documentation, including plans, 

specifications, and reports. This documentation facilitates project progress tracking, 

communication with stakeholders, and a better understanding of project requirements. 

- The Waterfall methodology works best for projects whose requirements and goals 

can be fully planned in advance and are not expected to change significantly during execution. 

This is particularly useful for projects with strict regulations, such as healthcare, aviation, and 

military projects. 

- The Waterfall methodology simplifies project planning, monitoring, and 

management because everything is predefined. This is valuable for organizations that prefer 

structured processes and precisely controlled end results. 

While the Waterfall methodology has its advantages, such as a clear structure and 

documentation, it may be less suitable for projects that change rapidly or require flexibility. 

In practice, this means that, for example, if you have a project that demands a highly 

developed user interface, the delivery of that interface, along with other parts of the software, 

will only occur during the execution phase. However, during the planning phase, the client 

did not have a clear plan for this interface, and ideas for improvements only emerged after 

receiving the finished product. This becomes problematic because there is no going back to 

previous project phases. The only solution is to open a new project, which introduces new 

problems, a new budget, additional time spent, and so on. This example is not exotic but 

something that occurs more frequently, especially with projects heavily involving information 

technology. Hence, other methodologies, such as agile approaches, have been developed to 

provide greater adaptability during project execution. 

 

 

3. AGILE MANIFEST 

 

Agile methodologies have been developed to enable rapid, flexible, and collaborative 

delivery of software projects and products. The core principles of agile methodologies are 

outlined in the "Agile Manifesto," which comprises 12 principles: 

(https://agilemanifesto.org/principles.html) 

1. Customer Satisfaction: The primary purpose of software development is customer 

satisfaction. The agile approach focuses on delivering value to users. 
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2. Change Is Welcome: Agile teams welcome changes in requirements, even late in 

development. Agility means being able to adapt to changes to deliver greater value. 

3. Frequent Deliveries: Software deliveries should be regular and frequent, with an 

emphasis on quickly delivering value. This allows users to see and use new features 

sooner. 

4. Collaboration with Customers: Teams and customers should work together throughout 

the entire project. Open communication and collaboration are crucial. 

5. Build Around Motivated Individuals: Provide individuals with the tools and support 

they need to get the job done. Motivated individuals make a difference. 

6. Working Solutions Over Documentation: Agile teams focus on delivering software, 

i.e., work that brings value. This means less documentation and more action. 

7. Maintain a Sustainable Pace: Establishing a stable work rhythm helps maintain 

productivity and quality. Work should be sustainable in the long run. 

8. Technical Excellence: Technical excellence is essential. Teams should aim for high-

quality standards and technological solutions. 

9. Simplicity: The best way to convey information and solve problems is through 

simplicity. Avoid unnecessary complexity. 

10. Self-Organization: Teams are responsible for planning and decision-making. Self-

organized teams better understand and accept responsibilities. 

11. Reflection and Adaptation: Regularly monitor team work and continuously adapt to 

achieve better results. This includes retrospectives and continuous improvement. 

12. Team Spirit: Teams should collaborate, communicate, and act as a whole. Team spirit 

and unity are key to success. 

 

These principles collectively shape the agile approach to software development and 

projects, enabling teams to be efficient, adaptable, and value-oriented. Reading these 

principles, it's clear that the aim is to have smaller, more flexible teams that are highly team-

oriented and, as such, are flexible enough to deliver product increments during development, 

which can now be tested and adjusted in the early stages. It's evident that agile methodologies 

are highly adaptable for managing software projects. 

  

 

4. BASIC CHARACTERISTICS OF SCRUM PROJECT MANAGEMENT 

METHODOLOGY 

 

 The Scrum methodology relies on incremental and iterative development, where 

functionalities are developed in small cycles known as sprints. Each sprint brings additional 

functionalities and enables the team to rapidly deliver new, incremental value. The key 

characteristics of this project management methodology are: (K. Schwaber, J. Sutherland, 
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2017) 

- Scrum methodology relies on self-organizing teams responsible for developing, 

testing, and delivering software products. Teams are typically small, self-organizing, and aim 

to be sufficiently trained to independently perform assigned tasks. 

- In Scrum methodology, there is a role called the Product Owner who is responsible 

for defining priorities and product requirements. The Product Owner communicates with the 

team and makes decisions about what will be developed. From other side he communicates 

with stakeholders and he is some kind of interfaces between team and stakeholders. 

- The team plans and conducts sprints, typically lasting 2 to 4 weeks. Each sprint 

begins with planning, where goals and tasks to be completed during that sprint are defined. 

- Teams hold daily Scrum meetings to synchronize, share progress information, and 

identify obstacles. These meetings are short and direct. 

- At the end of each sprint, teams hold retrospectives to identify what can be improved 

in the upcoming sprints. 

- Teams use visual control boards (Scrum boards) to track progress and see what is 

currently in progress, what is completed, and what is remaining. 

- The Scrum methodology places a strong emphasis on delivering value to customers 

after each sprint. The goal is to provide functionality that is usable and can be immediately 

utilized. Incremental value means that, with each sprint, all the functionalities that were 

delivered before are in working condition, plus new functionalities resulting from the 

observed sprint. 

- The Scrum methodology allows changes in requirements and priorities during 

development, facilitating adaptation to changes in the environment. 

- The Scrum methodology promotes a culture of continuous improvement and learning 

from experience to enhance processes and outcomes. 

Scrum methodology offers several advantages over the waterfall methodology, especially for 

projects facing changes and dynamic requirements: (F. Heath, 2021) 

- Scrum is highly flexible, enabling teams to adapt to changes in requirements during 

development. In a waterfall approach, changes are harder to accommodate and often require 

significantly more effort and resources. 

- Scrum allows for early collection of user feedback because functionalities are 

delivered in short iterations. This helps in identifying and addressing issues and changes 

before they become significant. 

- Scrum focuses on delivering value to customers after each sprint, whereas the 

waterfall approach typically requires the entire project to be completed before users receive 

any value. 

- Scrum promotes transparency in the project. All team members have insight into 

progress, priorities, and obstacles, making project management more efficient. 

- Scrum encourages teamwork and shared responsibility. Each team member is 
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accountable for delivering value, which fosters better collaboration and engagement. 

- Risks are identified and managed early in Scrum. Teams work on risks in real-time, 

reducing the likelihood of serious issues in later project stages. 

- Scrum enables faster delivery of functionality, which is particularly important in 

dynamic markets where rapid responses to changes are highly valued. 

- Scrum strongly focuses on customer satisfaction. Teams regularly communicate with 

users and adjust products to meet their needs. 

- Scrum fosters continuous process improvement and better results through 

retrospectives and iterations. 

- Scrum allows for better cost and resource control as teams regularly estimate and 

adjust the scope of work. 

Scrum is an agile methodology used for developing software products, but it can be 

applied to other domains as well. The primary goal of the Scrum methodology is to enable 

efficient project management and deliver value to customers in iterative cycles. While Scrum 

methodology has many advantages, it's important to note that it is not a one-size-fits-all 

solution and may not be suitable for all projects. Some projects, such as those with strict and 

well-defined requirements, may work better with a waterfall approach. The choice between 

Scrum and the waterfall methodology depends on the specific project requirements and 

circumstances. 

 

 

5. COMPARISON OF SCRUM AND WATERFALL METHODOLOGIES 

 

It is clear from the above that for smaller software-oriented projects, agile 

methodologies, especially the Scrum methodology, have prevailing advantages over the 

Waterfall methodology. However, what happens when managing large projects with well-

defined requirements and a heterogeneous composition of participants (meaning that project 

members are not only IT professionals)? In these situations, project management can be 

complex, and the choice between Scrum and the Waterfall project management methodology 

will depend on the specific needs and characteristics of the project. Accordingly, the 

following key factors should be considered: 

- If the project requirements are tightly defined, and changes are not expected or are 

minimal, the Waterfall methodology may be appropriate. In the Waterfall methodology, all 

phases are meticulously planned in advance, which can be useful for projects with clear 

requirements. 

- If there is a need for greater flexibility in the project, Scrum can be beneficial. Scrum 

allows for quick adaptation to changes and adjustments during development, which is 

particularly useful if the project faces uncertainty or changing requirements. 
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- In some cases, projects may use "hybrid approaches" that combine elements of both 

Scrum and Waterfall methodologies. For example, a project may use the Waterfall 

methodology for the planning and design phase and then switch to Scrum for the execution 

and testing phase. 

- Projects with a heterogeneous composition and a large scope often carry higher risks. 

Scrum can enable better risk management because risks are identified and managed in real-

time during iterations. 

- It's important to consider the level of experience and training of project participants. 

Scrum requires a certain understanding of agile principles and practices, while the Waterfall 

methodology may be more familiar and easier to apply, especially for project members who 

are not from an IT background. 

- Projects with a diverse composition often require good communication and 

collaboration. Scrum promotes this type of interaction, while the Waterfall methodology may 

require a stricter communication structure. 

- Large projects require efficient monitoring and management. The Waterfall 

methodology can provide a clear structure for monitoring, while Scrum requires continuous 

tracking of progress during iterations. 

In essence, the choice between Scrum and Waterfall for larger projects depends on the 

specific characteristics of the project, as well as the needs and preferences of the team and 

organization. It is possible to combine elements of both approaches to achieve the best 

balance between control and flexibility. It's important to thoroughly consider all factors and 

make a decision that best suits the project. 

To delve deeper into this comparison, consider a situation where we want to convince 

the bank's management to support the replacement of the Core Banking System (CBS) with 

a newer one from another vendor, using the Scrum methodology, for example. Scrum 

methodology can be beneficial, although it requires a different approach compared to 

traditional Waterfall methodologies. One possible scenario could be: 

1. Create a sprint campaign plan: Begin by defining sprint campaigns, i.e., sets of goals 

that will be achieved during each sprint. The goals should be focused on preparing for 

the replacement of the CBS and achieving concrete steps in the process. 

2. Identify key functionalities and requirements: Think about the key functionalities and 

requirements of the new CBS and identify them in advance. This will help prioritize 

the development and implementation of these features. 

3. Create a backlog: Create a backlog, a list of requirements and functionalities that will 

be implemented during the sprint campaign. This list will serve as the basis for 

planning and tracking work during sprints. 

4. Assemble a Scrum team: Put together a Scrum team to work on the project. This team 

should be multifunctional and include members with different skills required for the 

implementation of the new system. 
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5. Sprint planning: Plan sprints with the aim of achieving concrete value and progress 

towards replacing the CBS. Decide how long each sprint will last and what the 

priorities will be for each sprint. 

6. Regularly communicate with the bank's management: In Scrum methodology, 

transparency and regular communication are key. Therefore, regularly update the 

management on the project's progress and the achievement of goals defined in the 

sprint campaigns. Organize Sprint Review meetings to present the progress made and 

engage in open discussions with significant stakeholders. 

7. Adapt to changes: Scrum allows for quick adaptation to changes. If new information 

or changes in priorities arise during the project, the Scrum team can easily adjust the 

plan and priorities. 

8. Continuous improvement: After each sprint, organize retrospectives to identify what 

worked well and what can be improved. These retrospectives enable the team to 

continuously enhance their work. 

9. Documentation and risk monitoring: While Scrum promotes "less documentation and 

more action" it's still important to document key aspects of the project and monitor 

risks. This will help stay within the boundaries and be prepared to respond to possible 

challenges. 

At first glance, it might be said that using Scrum can achieve better transparency, a faster 

response to changes, and a focus on delivering value during the CBS replacement process. It's 

essential to highlight the advantages of the agile approach, such as quicker adaptation to 

changes and continuous improvement, to convince the management of the benefits of this 

approach in such a project. However, in practice, management may demand precise indicators, 

particularly costs, employee engagement, duration estimates. Additionally, considering that 

more banking professionals are involved in the project than programmers, it raises the logical 

question of what to expect in such a case. 

In such cases, the traditional Project Chart (Gantt chart) can provide more clarity and 

precision in project management compared to agile methodologies like Scrum. Taking this into 

consideration, we arrive at the following comparison: 

1. Developing a Project Chart involves: 

- Precision in planning: The Project Chart enables detailed planning and provides 

accurate estimates for each project phase. This is useful for budgeting and cost 

management. 

- Defined deadlines: The Gantt chart allows for clearly defined deadlines for each 

project phase, aiding in time tracking and management. 

- Easier communication with management: The Project Chart offers a visually clear 

representation of the project, simplifying communication with management and 

conveying critical information. 
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- Compatibility with the Waterfall method: The Project Chart aligns better with this 

approach as it provides a stricter plan and control. 

2. Scrum methodology implies: 

- Flexibility: As mentioned before, Scrum is flexible and allows for adaptation to 

changes. This is useful when it's challenging to predict all project elements accurately 

in advance. It's worth noting that for a project that is mostly well-planned but has 

some less certain parts, Scrum can be beneficial in such cases. 

- Focus on value: Scrum concentrates on delivering value throughout the project's 

development. This can help in demonstrating progress during the early project 

phases. 

- Improved interaction with end-users: Scrum enables regular interaction with users, 

which can enhance understanding of their needs and promote their involvement in 

the development process. 

- Continuous improvement: Scrum encourages continuous process and results 

improvement, valuable for optimizing the team's performance over time. 

The choice between a Project Chart (Gantt chart) and Scrum methodology depends on the 

specific needs and requirements of the project, as well as the preferences and expectations of 

management. In situations where precise costs, accurate deadlines, and a firm plan are of utmost 

importance, the Project Chart may be the better choice. However, Scrum can be useful in 

projects where there is a need for greater flexibility, faster adaptation to changes, and improved 

interaction with end-users. 

Here, some of the characteristics of the Scrum methodology, which were not critical 

in the previous example, have been intentionally reiterated. We will attempt to further 

elaborate on the fact that the success of the Scrum methodology primarily depends on the 

ability of Scrum teams to independently perform their assigned tasks, be self-organizing, and 

act as a homogeneous team. Additionally, one of the tenets of the Scrum methodology is that 

the Developer team is structured in a way that eliminates titles and rankings within the team 

(to facilitate homogeneity) and that there is only collective responsibility for the work done. 

On the other hand, banks are traditionally organized hierarchically, which can pose a 

challenge when forming Scrum teams. 

But first, let's consider the challenge of building a good Scrum team and what it takes 

to achieve that. Creating a highly-profiled, homogeneous team can be challenging, especially 

in situations where teams are new and have limited experience with Scrum. In such cases, it 

would be useful to do the following: 

1. The first step is to provide team members with education on Scrum methodology and 

agile principles. Understanding the basics of Scrum is crucial for successful 

implementation. 

2. Engaging mentors or Scrum experts can be helpful, especially in the early stages of 

team work. Mentors can share their experience and provide guidance. 

3. It's important for team members to build trust among themselves. Encourage open 

communication and collaboration to create a positive work atmosphere. 
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4. Define clear goals and expectations for the team. Each member should understand 

what is expected of them. 

5. Encourage team members to take responsibility for their work and contribute to the 

team's goals. 

6. Teams without experience should receive ongoing support and learning opportunities. 

This may include regularly conducting retrospectives and identifying areas for 

improvement. 

7. Help the team understand the focus on delivering value. Encourage them to 

concentrate on customer satisfaction and achieving project goals. 

8. Scrum promotes continuous improvement. Encourage the team to identify and resolve 

issues to improve their work over time. 

9. Developing a high-performing Scrum team takes time. Expect challenges at the 

beginning and be prepared to address them together with the team. 

10. Creating a positive team environment is essential. Encourage the team to innovate, 

collaborate, and engage in continuous learning. 

Developing such a team requires patience and dedication, but it can result in a highly 

efficient and productive team capable of self-organizing, self-managing, and successfully 

completing projects. It's important to support the team and work together to develop skills 

and capabilities. 

Let's now consider the conclusion regarding the development of a Scrum team, which 

is patience and dedication. Does this mean that a bank looking to transition to a new program 

should first form Scrum teams, train them, and patiently wait for them to mature? How long 

would this maturation process take, and on the other hand, the bank is naturally impatient as 

it wants to renew its program to remain competitive in the market? 

In such situations, there are several strategies that an organization can employ to 

expedite the maturation process of Scrum teams: 

- As mentioned earlier, engaging experienced agile coaches can accelerate the learning 

and implementation of Scrum. They can work directly with the teams to provide guidance 

and support. 

- An organization can consider a hybrid approach, combining elements of Scrum with 

some traditional methods to meet the need for quick responsiveness. For example, teams can 

use Scrum for software development aspects of the project while employing a traditional 

approach for other project aspects. 

- Intensive training programs and mentorship can help teams quickly grasp Scrum and 

apply it. This involves working with experts who collaborate with the teams until self-

organization, self-management, and high efficiency are achieved. 

- The bank can hire experts in the banking industry who understand the specific needs 

and regulations of the sector. This can help teams develop solutions that align with banking 

requirements more rapidly. 
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- Defining clear and measurable project goals can help teams focus on delivering value 

as quickly as possible. 

- Regular monitoring and evaluation of team progress are essential. This will allow 

the identification of project areas that need improvement and the opportunity for quicker 

adaptation. 

It's important to note that there's no universal timeframe for the maturation of Scrum 

teams, and the speed of maturation will depend on various factors, including the current 

knowledge and skills of the teams, the resources available for training and support, and the 

complexity of the projects on which the teams work. Organizations aspiring to adopt an agile 

way of working should be aware that it takes time to achieve a high level of self-organization, 

self-management, and efficiency. In the meantime, organizations can use hybrid approaches 

to balance the need for rapid responsiveness with the development of agile teams. 

Among the aforementioned tips, the one mentioning the adoption of a hybrid method 

is particularly interesting, especially in situations where there are many non-IT professionals 

involved in the project, as they are more challenging to train within Scrum teams. A hybrid 

approach can be an effective way to strike a balance between the need for agility and 

flexibility and the requirements for clear planning and control, especially in situations such 

as the replacement of the CBS in a bank. 

A hybrid approach can be considered beneficial for several reasons: 

- Flexibility in Implementation: A hybrid approach allows for selecting the best 

elements from different methodologies to meet the specific needs of a project. For example, 

it can involve using agile methodologies for software development while simultaneously 

applying the traditional Gantt chart for planning and tracking activities. 

- Managing Complexity: Large projects, especially in the banking sector, are often 

extremely complex and require detailed planning and management. A hybrid approach can 

provide better management of this complexity. 

- Incorporating Non-IT Team Members: Team members who are not from an IT 

background may feel unprepared to work in a fully agile environment. A hybrid approach can 

accommodate their needs and comfort. 

- Regulatory Compliance: Banking is often subject to strict regulations. A hybrid 

approach can facilitate reporting processes and compliance with regulatory requirements.  

- Balancing Speed and Control: A hybrid approach allows an organization to maintain 

a balance between the speed of delivery and project control. 

It's essential for the organization to carefully consider the specific requirements of 

each project and adapt the methodology accordingly. A hybrid approach can be especially 

useful in situations where different team members have varied skills and constraints. 

Given all these analyses, one proposed approach for the described case of replacing 

the CBS in a bank is as follows: 
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- Organize Scrum teams with IT professionals and banking technologists who have 

expertise in specific areas. 

- Use the Waterfall methodology for other aspects of the project. 

- Generally proceed with the Waterfall method, while handling critical tasks such as 

GAP analysis (which identifies differences between the existing and new CBS to support 

already sold products not covered by the new software solution) and the user interface 

development iteratively through small groups organized into Scrum teams. 

This approach offers several key advantages: 

- Rapid Value Delivery: By using Scrum teams for critical IT project components, 

software and technology aspects that are of paramount importance can be developed and 

delivered more swiftly. The mentioned GAP analysis can be carried out through Scrum teams, 

while parallel work is done on iterative user interface development, training, and more. 

- Greater Adaptability: Scrum allows for quick adaptation to changes, which is 

valuable in the IT field where requirements often change, especially for user interface 

development, for instance. 

- Precision in Traditional Aspects: The Waterfall methodology enables precise 

planning and control of other project segments, making it easier to organize team members 

who are not in Scrum teams. 

- Clear Deadlines and Budget: Using the Waterfall approach allows for precisely 

defined deadlines and budgets, which are crucial for projects in the banking industry. 

- Resource Optimization: Teams specialized in specific areas can efficiently leverage 

their skills and resources. 

- Risk Mitigation: Combining agile and Waterfall methodologies can help reduce risks 

and facilitate project management. 

The key is to carefully assess where Scrum and agile approaches best meet the project's 

needs and where precision and clearly defined control are necessary. A hybrid methodology 

can be a highly effective way to strike a balance between these requirements. It's crucial to 

involve relevant experts and adapt the approach to the specific characteristics of the project.  

 

 

 

6. CONCLUSION 

 

 Based on everything discussed, the conclusion would be as follows. For purely IT 

software projects, Scrum is the best solution. For well-defined large projects that require 

"military" precision, the Waterfall methodology emerges as the best solution. In other 

variations, especially when it's a mixture of IT and business, as in the case of replacing a CBS 

in a bank, it's best to go with a hybrid method. 

 



Carpathian Journal of Electrical Engineering           Volume 17, Number 1, 2023 

170 

For - Scrum (Agile Approach for IT Projects): 

- Scrum enables rapid value delivery through iterations, which is useful for IT software 

projects where requirements often change. 

- The agile approach allows better adaptation to changes in requirements. 

- Regular interaction with users improves understanding of their needs and enhances 

user satisfaction. 

 

Against - Scrum: 

- Implementing Scrum may require changes in an organization's culture and practices, 

which can be challenging to carry out. For example, reconciling an extremely hierarchical 

approach in an organization (such as a bank or the military) with Scrum's logic of self-

organizing teams where self-management and equality prevail. 

 - Scrum is less precise in terms of long-term planning and budgeting. 

 

For - Waterfall Methodology (for well-defined projects): 

- The Waterfall methodology allows detailed and precise project planning, which is 

useful for projects where requirements are well-defined in advance. 

- The Waterfall methodology provides clearly defined deadlines and budgets, which 

are important in situations where precision is critical. 

 

Against - Waterfall Methodology: 

- The Waterfall methodology can be inflexible when changes in requirements are 

needed during the project. 

- Long-term projects are susceptible to unforeseen issues, which can increase risk. 

 

For - Hybrid Methodology (for projects that require a balance between precision and agility): 

- A hybrid methodology allows balancing between agility (through Scrum) and 

precision (through Waterfall) according to project needs. 

- Projects can be effectively managed by following agile principles for rapid delivery 

and precise methodologies for control and planning. 

 

Against - Hybrid Methodologies: 

- Requires effective management by experienced managers to ensure that both 

components (agile and Waterfall) work together and achieve the project's goals. 

In the end, it's important for each organization to carefully consider the specific needs 

of its project and environment and choose the methodology that best suits those needs. Each 

of the mentioned methodologies has its advantages and disadvantages, and the right adapted 

methodology can help in the successful completion of the project. It's also important for the 

organization to be ready to adapt its approach to deal with changes during the project.  
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