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Abstract: Awareness of demand-side management practices among staff of educational 

institutions is critical for energy savings. This paper presents the results of a survey to 

determine the extent to which staff of the Kwame Nkrumah University of Science and 

Technology are aware of measures for energy efficiency and also assess their preparedness 

to support efforts towards reducing energy wastage. Questionnaires were administered to 

Senior members, Senior staff and Junior staff of the institution. The questionnaires were 

designed to collect data on their level of energy efficiency awareness in the use of 

refrigerators, airconditioners, light bulbs and electronic devices. The extent to which staff are 

engaged in energy saving activities and their preparedness to get involved in energy saving 

activities were also determined. The analysis of the collected data was done using the 

Statistical Package for Social Sciences (SPSS) software. Analysis of responses received 

show that more than seventy-seven percent of staff are ignorant of the fact that keeping 

refrigerators close to walls resulted in energy wastage. About fifty-seven percent of them are 

aware of the fact that when airconditioners are not cleaned regularly, much energy is wasted. 

Almost eighty-five percent of staff indicated awareness of the fact that keeping electronic 

devices on standby for long periods could be a source of significant energy wastage. Over 

eighty-three percent of staff indicated that they had been switching light bulbs off when there 

is adequate illumination from the sun so as to conserve energy. About thirty-six percent of 

staff are already engaged in at least one form of energy conservation. Lastly, over 94% of 

them expressed willingness to take part in energy saving activities. 

 

 

1. INTRODUCTION 

 

 Development of national economies and improvements of people’s quality of life have 

resulted in high electrical energy consumption.  The rapid growth in world energy demand has 
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raised concerns over supply difficulties, exhaustion of resources, and impact on environment 

[1]. To address challenges associated with the rise in energy demand, a number of strategies 

have been put in place. One of such strategies is Demand-side management (DSM). DSM is a 

leading strategy employed to reduce energy demands. It refers to technologies, actions and 

programmes on the demand-side of electric meters that seek to manage or decrease electricity 

consumption. The benefits of DSM include reduction in electricity consumption, overall 

electricity system expenditures and carbon emissions [2]. Activities under DSM include (a) 

promotion of high efficiency building practices, (b) use of energy-efficient products, (c) shifting 

of non-critical usage of electricity form peak periods to off-peak periods, (d) institution of 

programmes that provide limited utility control of customer equipment such as airconditioners, 

and (e) promotion of energy efficiency awareness [1], [3], [4]. 

A key target for education on energy efficiency, with the view of cutting down energy 

wastage, is educational institutions. Educational institutions; particularly universities, are high 

energy consumption sectors across the globe [5], [6]. Also, their products take up 

responsibilities in other sectors where energy efficient practices are required. Gains in energy 

conservation in educational institutions cannot be achieved without the active involvement of 

staff and students.  The extent to which staff and students are aware of energy efficient practices 

and their preparedness to support efforts towards reduction in energy wastage are critical. 

Studies conducted in [7]-[9] show that the inefficient use of electricity in educational 

institutions is largely due to the lack of energy efficiency awareness among staff and students. 

Behavioural changes to reduce energy consumption, while technological and policy 

considerations are taken into account, significantly contribute to reduction in energy wastage 

[10], [11]. Providing energy awareness and conservation measures to staff will equip them with 

useful and relevant information to modify the way they use energy and build their capacity to 

educate  students to do same. This will go a long way to promote energy conservation in 

institutions [12]-[15]. 

Efforts toward educating staff on energy conservation, for onward transfer to students 

may yield minimal success if the education does not consider their current levels of awareness 

of energy conservation issues. Knowledge of their level of awareness will determine the issues 

to stress on as well as the overall approach to use. Additionally, the preparedness of staff to 

support energy conservation activities will affect the success of energy savings efforts, and this 

must be determined. Thus, there is the need for research into the electric energy conservation 

perspective of staff [16], [17]. This need has not been adequately addressed in literature. 

This paper presents the results of a survey which sought to determine the level of energy 

conservation awareness among staff of the Kwame Nkrumah University of Science and 

Technology. The study determined their levels of knowledge in the efficient use of various 

consumer appliances found in offices. Also, the extent to which they are already engaged in 

energy conservation activities was determined. Furthermore, their preparedness to support 

efforts by the University to conserve energy was assessed. The study was carried out through 
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the administration of questionnaires. The results of the study provide useful input for any policy 

aimed at conserving energy in educational institutions. 

 

 

2. METHODOLOGY 

 

The survey was conducted by distributing questionnaires to teaching and non-teaching 

staff of the Kwame Nkrumah University of Science and Technology. The survey questions were 

chosen carefully with simple and understandable terms. The research questions partly focused 

on awareness of energy conservation measures related to the use of various electrical appliances 

found in offices. The loads considered were: electronic devices, refrigerators, air-conditioners 

and light bulbs. With regards to the preparedness of staff to engage in energy saving activities, 

questions were asked to determine if they were already performing any energy saving activity 

and whether they were willing to participate in energy saving activities. In both cases, a list of 

energy saving activities was presented for them to select from. Additionally, staff were asked 

about their willingness to participate in energy awareness campaigns and whether their 

involvement in such campaigns will hinge on the provision of incentives.  

The sample size for the survey was determined using the population of staff of the 

University. The population of staff was obtained as 3435 from the Quality Assurance and 

Planning Unit (QAPU) of the University. Using equation (1) [18], the sample size was obtained 

as 346. However, 350 questionnaires were printed and distributed.  The z-score, estimated 

proportion of attribute, and margin of error values used in the computation of the sample size 

using equation (1) were 1.96, 0.5, and 0.005 respectively.  

The analysis of the collected data was done using the Statistical Package for Social 

Sciences (SPSS) software. The descriptive statistics model in SPSS was employed to 

summarize the data into figures, tables and charts. 

 

 

2

2

0 2

2
1

1

Z pq

e
n

Z pq

e

N

 
 
 
 

 
  
 
 
 

 (1) 

 

where n is the sample size, z is the z-score, p  is the estimated proportion of an attribute that 

is present in the population, pq  1 , e is the margin of error or confidence interval and N 

is the population. 
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3. RESULTS AND ANALYSIS 

 

 Out of the 350 questionnaires distributed to both academic and non-academic staff, 318 

were completed and returned. The response rate of the survey is thus 90.86%, which is high for 

a survey of this kind [19]. In the sub-sections that follow, the results of the study and analysis 

done are presented.  

 

3.1. Energy efficiency awareness in the use of refrigerators 

 

The respondents were asked whether they knew that leaving fridge and freezer doors 

ajar, keeping refrigerators close to walls, not defrosting freezing compartments, and putting hot 

foods in refrigerators, lead to energy wastage. Three hundred and eighteen staff gave responses 

to all the questions. Figure 1 shows details of the results obtained. Close to twenty-three percent 

(22.64%) of them indicated knowledge of the fact that keeping refrigerators close to walls 

results in energy wastage. The remaining staff, constituting more than seventy-seven percent 

(77.36%), were ignorant of this. With regards to energy wastage due to not defrosting freezer 

compartments, about thirty-one percent (31.13%) of respondents knew about this while the rest, 

constituting almost sixty-nine percent (68.87) were unaware of this.  Also, 79.87% of staff knew 

that leaving refrigerator doors ajar lead to them consuming more energy than required. Finally, 

close to sixty-seven percent of staff indicated knowledge of the fact that putting hot foods in 

refrigerators cause them to draw more energy than required.  

 

 

Fig. 1. Energy efficiency awareness in the use of refrigerators 
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3.2. Energy efficiency awareness in the use of airconditioners 

 

Airconditioners contribute largely to the energy bills of educational institutions. Not 

closing doors and windows properly when airconditioners are switched on amount to energy 

wastage. Also, not cleaning airconditioners regularly make them consume more energy than 

required. The respondents were asked about their knowledge of these facts. Figure 2 shows 

results obtained. About fifty-seven percent (56.60%) of them were aware of the fact that when 

airconditioners are not cleaned regularly, much energy is wasted. The rest did not know that. 

With regards to knowledge of the fact that leaving doors and windows not properly closed result 

in energy wastage, a little over eight-two percent (82.40%) of the respondents indicated 

knowledge of this fact.  Thus, majority of staff are aware of energy wastage issues relating to 

the use of airconditioners. 

 

 

Fig. 2. Energy efficiency awareness in the use of airconditioners 

 

3.3. Energy efficiency awareness in lighting 

 

Lighting is critical in educational institutions and contributes significantly to energy 

bills. Keeping bulbs on when there is adequate illumination from sunlight amounts to energy 

wastage. It is common to find electric bulbs in corridors and other areas switched on even when 

they are not needed. In the absence of automatic lighting control devices, the involvement of 

staff in switching such bulbs off will bring about significant energy savings. The staff were 

asked if they had been switching light bulbs off when there is adequate illumination from the 

sun. Figure 3 shows the results obtained. Two hundred and sixty-five staff representing over 

83% of respondents indicated that they had been doing that. The rest constituting less than 17% 

of respondents indicated they were not doing that. The high number of staff already involved 

in putting light bulbs off when not required is encouraging. 
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Fig. 3. Energy efficiency awareness in the use of light bulbs 

 

3.4. Energy efficiency awareness in the use of electronic devices 

 

Electronic devices on standby consume a small amount of energy. However, keeping 

several of them on standby for long periods could be a source of significant energy wastage. 

Knowledge of this fact could bring about significant energy savings. Staff were asked whether 

they knew about this fact. The result obtained is shown in Figure 4. Almost 85% of the staff 

indicated knowledge of this fact. Less than 15% were ignorant of this.  

 

 

Fig. 4.  Energy efficiency awareness in the use of electronic devices 

 

3.5. Engagement in energy saving activities 

 

Involvement of staff in energy saving activities is critical if significant gains are to be 

made in energy conservation. Respondents were asked whether they were already engaged in 
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energy saving activities. Those who indicated involvement in energy saving activities were 

asked to select from a list of energy saving activities, the specific activities they were engaged 

in. Two hundred and eighty-eight staff representing over 88% of respondents indicated that 

they were already involved in energy saving activities. Table 1 shows details of the number of 

staff engaged in specific energy saving activities. It is noted from Table 1 that majority of staff 

close doors and windows when airconditioners are on. However, less than 37% percent of staff 

switch off their airconditioners when leaving the office for more than 10 minutes. It is also 

noted that most staff prefer to use airconditioners instead of allowing natural ventilation. Thus 

there is the need to install devices to automatically turn off airconditioners during periods when 

staff are not in their offices, to cut down on energy wastage. 

 

Table 1. Energy saving activities currently engaged in by 288 staff 

No. Activity 
No. of staff engaged 

in activity 

Percentage 

(%) 

1 Turning off printers, photocopiers and computers 

after use. 
240 84.81 

2 Putting off airconditioners and fans when leaving the 

office for more than 10 minutes. 
106 36.81 

3 Turning off unnecessary light bulbs during and after 

work. 
223 77.43 

4 Turning off fridges after close of work on Fridays. 168 58.33 

5 Not leaving chargers on and not keeping electronic 

devices on standby. 
226 78.47 

6 As much as possible, using natural ventilation and 

fans instead of airconditioners. 
115 39.93 

7 Keeping doors and windows closed when 

airconditioners are on. 
181 62.85 

 

A question was also asked to know whether staff were prepared to continue to engage 

in or now begin to take part in energy saving activities. Out of the 318 respondents, 299 staff 

representing a little over 94% expressed willingness to take part in energy saving activities. 

Details of the specific activities that the 299 staff are prepared to engage in are presented in 

Table 2. 

 

Table 2. Energy saving activities to be engaged in by 299 staff 

No. Activity 
No. of staff 

engaged in activity 

Percentage 

(%) 

1 Turning off printers, photocopiers and computers after 

use. 
280 93.65 
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No. Activity 
No. of staff 

engaged in activity 

Percentage 

(%) 

2 Putting off airconditioners and fans when leaving the 

office for more than 10 minutes. 
176 58.86 

3 Turning off unnecessary light bulbs during and after 

work. 
271 90.64 

4 Turning off fridges after close of work on Fridays. 247 82.61 

5 Not leaving chargers on and not keeping electronic 

devices on standby. 
265 88.63 

6 As much as possible, using natural ventilation and fans 

instead of airconditioners. 
280 93.65 

7 Keeping doors and windows closed when 

airconditioners are on. 
259 86.62 

 

Again, staff were asked whether it was necessary for incentives to be provided to 

encourage them to continue or start energy saving activities. Figure 5 shows the results 

obtained. Nearly 67% of staff were of the view that the provision of incentives was necessary. 

Thus, it is important for educational institutions to provide some form of incentives to staff to 

whip up the interest of many to get involved in energy saving activities.  

 

 

Fig. 5. Responses to the provision of incentives for energy savings 

 

3.6. Willingness to join energy efficiency awareness campaigns 

 

Education on energy efficiency brings about significant gains in energy savings. Here, 

staff were asked about their willingness to take part in educational campaigns on energy 

efficiency. Figure 6 shows the responses obtained. Over 77% of respondents indicated 

willingness to join such educational campaigns. This is very encouraging, considering the fact 

that staff of educational institutions can contribute significantly to behavioural change in 

students.  
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Fig. 6. Willingness to join educational campaigns on energy efficiency 

 

 

4. CONCLUSION 

 

This paper has presented and discussed the results of a study conducted to determine 

the level of energy efficiency awareness among staff of the Kwame Nkrumah University of 

Science and Technology, and also assess their preparedness to engage in, as well as promote 

energy saving activities. It was realised that at least fifty-seven percent of staff have 

significant knowledge about measures employed to conserve energy. Not less than Eighty-

eight percent of staff are already engaged in at least one form of energy saving activity. Over 

ninety-four percent of staff expressed willingness to take part in energy conservation 

activities.  Also, more than seventy-seven percent expressed interest in participating in 

educational campaigns that focus on energy conservation. However, nearly sixty-seven 

percent of staff wanted the institution to provide incentives to encourage them to conserve 

energy. The results of this study will be a useful input in formulating energy conservation 

policies in educational institutions.  
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Abstract: An optimized space vector modulation technique for controlling a quasi Z-

source NPC inverter for solar photovoltaic application is presented in this paper. The 

presented algorithm optimizes the number of switching transitions over a switching cycle 

by modifying the placement of the shoot-through states in some of the sub-triangles of the 

space vector diagram of a conventional neutral point clamped inverter. This approach 

leads to a reduction in the total losses of the quasi Z-source inverter by reducing the 

switching losses. The presented concepts are expected to be cheaper than existing methods 

because a reduction in losses will lead to the use of smaller and cheaper heat sinks in 

practical implementation. In this paper, the effectiveness of the proposed optimized space 

vector modulation technique has been demonstrated through simulations in SABER®.  

 

 

 

1. INTRODUCTION 

 

 Conventional power generation based on fossil fuel resources is considered to be 

unsustainable in the long term. This has been the main driver for an extensive deployment of 

renewable energy resources such as wind power, solar photovoltaic (PV), hydropower, 

biomass power, among others, into the power grid in the last several years [1, 2]. Among the 

major renewables, solar PV has continued to be expanded at a rapid rate over the years, and 

it already plays a substantial role in electricity generation in some countries [3].  

 Power electronic converters have been acknowledged to be an enabling technology 

for more renewable energy integration into the grid, including solar PV systems [4]. These 
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converters are to provide stable output voltage in spite of unstable input variables at the 

highest efficiency, lowest cost and minimum size. This has led to the development of many 

new interface power electronic converters. Most of the converter topologies employed in PV 

systems are characterized as two-stage converters. Two-stage converters employ a cascade of 

dc-dc converter and voltage source inverter (VSI) for processing the dc power available from 

the PV panels into ac power suitable for grid integration [5]. To improve the spectral 

performance of the output voltage fed into the grid, multilevel inverters are usually employed. 

One of such topologies is the neutral-point-clamped (NPC) inverter. Some of the advantages 

of the NPC inverter over the two-level counterpart include lower voltage stress across 

semiconductor devices, lower switching losses and better harmonic performance [6, 7]. 

However, the ac output voltage of the NPC inverter is limited and cannot exceed the available 

input voltage. Also, dead time is needed to prevent shoot-through problem caused by 

electromagnetic interference, which causes waveform distortion. 

 At present, the Z-source concept improves the structure of traditional inverters by 

bringing onboard voltage buck-boost capability in a single-stage structure [8]. A single-stage 

structure is an attractive approach because of its compactness, low cost and reliability. The 

Z-source NPC (ZNPC) inverter combines the properties of Z-source network with those of 

NPC inverter [9, 10]. However, the ZNPC inverter draws discontinuous input current which 

is not suitable for PV application. To overcome this drawback, the quasi Z-source NPC 

(qZNPC) inverter was proposed [11]. The qZNPC inverter draws continuous current from the 

PV array and is capable of handling a wide input voltage range [12]. Other advantages of the 

qZNPC inverter include employment of lower rated components, reduction in switching 

ripples to the PV panels, and lower EMI problems. 

 Space vector modulation (SVM) technique for controlling ZNPC/qZNPC has been 

reported in the literature [13-15]. A study of the switching patterns adopted in [13-15] reveals 

that there are some regions where the number of switching transitions can be optimized. This 

paper seeks to bridge that research gap by optimizing the number of switching transitions in 

these regions in the implementation of SVM strategy for optimal performance of the qZNPC 

inverter in PV application. The rest of the paper is organized as follows. In section 2, the 

operating principles as well as steady state analysis of the qZNPC inverter is presented. 

Section 3 describes the optimized space vector modulation strategy for controlling the qZNPC 

inverter to perform voltage buck-boost functionality. Simulation results are presented in 

section 4 to verify the proposed optimized algorithm. 

 

 

2. TOPOLOGY AND OPERATING PRINCIPLES 

 

 Figure 1 illustrates the topology of the qZNPC inverter. The PV string is coupled to 

the inverter by the quasi Z-source network. Four switches with antiparallel diodes and 
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associated clamping diodes form a phase leg of the inverter. The switching states of the 

qZNPC inverter are categorized into non-shoot-through (NST) and shoot-through (ST) states. 

The NST states are P, O and N. The P state means two upper switches in a phase leg are 

switched on, O means two middle switches conduct and N signifies turning on of two bottom 

switches. The shoot-through states are classified as full-shoot-through (FST), lower-shoot-

through (LST) and upper-shoot-through (UST) states. FST refers to the simultaneous turn on 

of all four switches in a phase leg, UST means the three upper swtches are turned on while 

LST signifies the turning on of three bottom switches in a phase leg. The behaviour of qZNPC 

inverter is usually represented by equivalent circuits showing NST, UST and LST states for 

the partial shoot-through operation mode as shown in fig. 2. 

 

 

Fig. 1. Quasi Z-source NPC inverter 

 

 

(a) 

 

(b) 

 

(c) 

 

Fig.2. Simplified representation of qZNPC inverter in (a) NST, (b) UST, and (c) LST states. 
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Assuming symmetric quasi Z-source network and operation in the continuous 

conduction mode, the operation of the qZNPC inverter can be written as: 

 

 1 LUN DDD  (1) 

 

where DN, DU and DL represent the duty cycles of the NST, UST and LST states, respectively. 

To ensure symmetric operation, DU and DL are set to be equal and represented by D0. The peak 

of the dc-link voltage is given by the sum of the capacitor voltages, as 

 

 pnCCCC VVVVV


 4321 . (2) 

 

Performing inductor voltage balance over a switching period yields: 
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The peak dc-link voltage and the peak output line-to-line voltage are then found to be 

given by (5) and (6) respectively. 
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In (6), D0 < 0.5 is the shoot-through ratio, BF is the boost factor while M is the 

modulation index, respectively. 

 

 

3. OPTIMISED SVM TECHNIQUE FOR QUASI Z-SOURCE NPC INVERTER 

 

 Space vector modulation uses the concept of space vectors to compute duty cycles of 

the switches. The operation of each phase leg of a traditional NPC inverter can be represented 
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by switching states P, O, and N. Figure 3 shows the space vector diagram (SVD) of a 

conventional NPC inverter.  

 

 

Fig. 3. Space vector diagram of conventional NPC inverter 

 

 The SVD is divided into six sectors (I to VI) and contain 27 switching states classified 

as zero (V0), small (VS1 to VS6), medium (VM1 to VM6) and large (VL1 to VL6) vectors. Each 

sector contains four smaller triangles labelled 1 (1a and 1b), 2 (2a and 2b), 3 and 4, 

respectively. The rotating reference vector Vout represents the desired three-phase output 

voltage which is synthesized with the nearest three vectors in each switching cycle. For three-

level operation of the conventional NPC inverter, the modulation index M should be between 

0.57 and 1. Under such conditions, the reference vector traverses triangles 2, 3 and 4 in each 

sector. If the reference vector is located in triangle 3 of sector I, for instance, then it has to be 

synthesized with the vectors VS1, VM1 and VL1. 

 The space vector modulation process is completed by applying the selected voltage 

vectors to the output according to a switching sequence. A sequence that results in minimum 

number of transitions is the preferred choice because that leads to high quality output voltage 

waveform and lower switching losses. To achieve minimum number of switching transitions, 

a 7-segment switching sequence is usually adopted. It is often convenient to perform “origin 

shifting” and subsequently perform a three-level modulation using two-level principles [16]. 
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Fig. 4. Space vector diagram for sector I of the conventional NPC inverter 

 

 Consider fig. 4 which depicts the vectors in sector I of the SVD shown in fig.3. If the 

origin is shifted from [PPO/OOO/NNN] to [POO/ONN], the the equivalent null (E-null) state 

is transferred to [POO/ONN] while the equivalent active (E-active) states are transferred to 

[PPP/OOO/NNN], [PPO/OON], PON and PNN, respectively. The sequence over time of the 

application of the selected converter switching states has to be decided for every switching 

cycle. For instance in triangle 3 the voltage vectors VS1 [PPO/ONN], VM1 [PON], and VL1 

[PNN] are selected to synthesize the reference vector Vout so the switching sequence used is 

ONN  PNN  PON  POO  PON  PNN  ONN. The number of switching transitions 

here is twelve (12). 

 To enable boost capability, shoot through states have to be inserted in appropriate 

phase legs. In case of two-level quasi Z-source inverter, shoot-through states are applied using 

the duration of the null vectors only. The two null vectors in two-level SVM both produce 

zero line-to-line voltage. Both null vectors and shoot-through states produce zero line-to-line 

voltage so they can replace each other for voltage boosting. The shoot-through states in the 

two-level quasi Z-source inverter applies a full short circuit across the dc link. 

 For the case of qZNPC inverter, the small vectors serve the same purpose as the null 

vectors of the two-level quasi Z-source inverter. However, there is a difference in that none 

of the small vectors produces zero line-to-line volage. Thus, if nearest three vector switching 

is desired then full shoot through cannot be applied. This is the main reason behind the choice 

of alternate UST and LST in modulating qZNPC inverters. While doing this, we have to 

ensure that the number of switching transitions is minimized.  

 We now consider the insertion of shoot-through states when the reference voltage 

vector is located in triangles 2, 3 and 4. Triangle 1 is not considered because when the 

reference vector is located in that triangle, the output voltage degenerates into two levels 

which defeats the purpose of multilevel output voltage. Tables 1 to 4 show the switching 

sequences and number of switching transistions when the reference voltage vector is located 

in triangle 2a, 2b, 3 and 4, respectively. 
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Table 1. Switching transitions in triangle 2a with conventional SVM for qZNPC inverter 

 STATES Qa 1,2,3,4 Qb 1,2,3,4 Qc 1,2,3,4 Switchings 

 PPO 1100 1100 0110  

LST PPL 1100 1100 0111 1 

 POO 1100 0110 0110 3 

 PON 1100 0110 0011 2 

UST UON 1110 0110 0011 1 

 OON 0110 0110 0011 1 

UST UON 1110 0110 0011 1 

 PON 1100 0110 0011 1 

 POO 1100 0110 0110 2 

LST PPL 1100 1100 0111 3 

 PPO 1100 1100 0110 1 

Total      16 

 

Table 2. Switching transitions in triangle 2b with conventional SVM for qZNPC inverter 

 STATES Qa 1,2,3,4 Qb 1,2,3,4 Qc 1,2,3,4 Switchings 

 ONN 0110 0011 0011  

UST UNN 1110 0011 0011 1 

 OON 0110 0110 0011 3 

 PON 1100 0110 0011 2 

LST POL 1100 0110 0111 1 

 POO 1100 0110 0110 1 

LST POL 1100 0110 0111 1 

 PON 1100 0110 0011 1 

 OON 0110 0110 0011 2 

UST UNN 1110 0011 0011 3 

 ONN 0110 0011 0011 1 

Total      16 

 

Table 3. Switching transitions in triangle 3 with conventional SVM for qZNPC inverter 

 STATES Qa 1,2,3,4 Qb 1,2,3,4 Qc 1,2,3,4 Switchings 

 POO 1100 0110 0110  

LST POL 1100 0110 0111 1 

 PON 1100 0110 0011 1 

 PNN 1100 0011 0011 2 

UST UNN 1110 0011 0011 1 

 ONN 0110 0011 0011 1 



Carpathian Journal of Electrical Engineering                        Volume 13, Number 1, 2019 

24 

 STATES Qa 1,2,3,4 Qb 1,2,3,4 Qc 1,2,3,4 Switchings 

UST UNN 1110 0011 0011 1 

 PNN 1100 0011 0011 1 

 PON 1100 0110 0011 2 

LST POL 1100 0110 0111 1 

 POO 1100 0110 0110 1 

Total      12 

 

 A critical study of the switching transitions in Tables 1 to 4 reveals that the switching 

transitions for triangles 3 and 4 are same as those encountered for the conventional NPC 

inverter. However, in triangle 2, the number of switching transitions is 16 per switching cycle 

instead of 12. For an ideal case the number of switching transitions per switching cycle should 

be 12. However, when shoot-through states are inserted into small vectors, there are regions 

on the SVD where 12 switching transitions per switching cycle is not possible in three-level 

SVM for Z-source converters. This is because as the reference vector traverses, there are two 

types of triangular regions (triangle 2 and triangles 3, 4) that come into the picture over a 

fundamental cycle. Triangles 3 and 4 offer 12 switching transitions while triangle 2 offers 16 

switching transitions per switching cycle. This is the approach employed in [12-14]. 

 

Table 4. Switching transitions in triangle 4 with conventional SVM for qZNPC inverter 

 STATES Qa 1,2,3,4 Qb 1,2,3,4 Qc 1,2,3,4 Switchings 

 OON 0110 0110 0011  

UST UON 1110 0110 0011 1 

 PON 1100 0110 0011 1 

 PPN 1100 1100 0011 2 

LST PPL 1100 1100 0111 1 

 PPO 1100 1100 0110 1 

LST PPL 1100 1100 0111 1 

 PPN 1100 1100 0011 1 

 PON 1100 0110 0011 2 

UST UON 1110 0110 0011 1 

 OON 0110 0110 0011 1 

Total      12 

 

 In triangle 2a, if the positions of PPL and PPO are interchanged the number of 

switching transitions can be reduced to 14. Similarly, in triangle 2b if the positions of UNN 

and ONN are interchanged, the number of switching transitions is reduced to 14. Since it is 

not possible to get 12 switching transitions in triangle 2 over a switching period, the minimum 
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number of switching transitions after 12 is considered to be the optimal value. Therefore, 14 

switching transitions in triangle 2 is considered as an optimal solution. The optimized 

switching patterns are shown in Tables 5 and 6 respectively. 

 The proposed optimized SVM approach leads to a reduction in the average switching 

frequency of the qZNPC inverter compared to the SVM methods found in previous works. 

This is the main contribution of this paper. With the number of switching transitions in a 

switching cycle optimized using the proposed approach, the position of UST/LST states in 

triangle 2 becomes different to those of triangles 3 and 4.  

 

Table 5. Switching transitions in triangle 2a with proposed SVM for qZNPC inverter 

 STATES Qa 1,2,3,4 Qb 1,2,3,4 Qc 1,2,3,4 Switchings 

LST PPL 1100 1100 0111  

 PPO 1100 1100 0110 1 

 POO 1100 0110 0110 2 

 PON 1100 0110 0011 2 

UST UON 1110 0110 0011 1 

 OON 0110 0110 0011 1 

UST UON 1110 0110 0011 1 

 PON 1100 0110 0011 1 

 POO 1100 0110 0110 2 

 PPO 1100 1100 0110 2 

LST PPL 1100 1100 0111 1 

Total      14 

 

Table 6. Switching transitions in triangle 2b with proposed SVM for qZNPC inverter 

 STATES Qa 1,2,3,4 Qb 1,2,3,4 Qc 1,2,3,4 Switchings 

UST UNN 1110 0011 0011  

 ONN 0110 0011 0011 1 

 OON 0110 0110 0011 2 

 PON 1100 0110 0011 2 

LST POL 1100 0110 0111 1 

 POO 1100 0110 0110 1 

LST POL 1100 0110 0111 1 

 PON 1100 0110 0011 1 

 OON 0110 0110 0011 2 

 ONN 0110 0011 0011 2 

UST UNN 1110 0011 0011 1 

Total      14 
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4. RESULTS AND DISCUSSION 

 

 A simulation exercise in SABER® was undertaken to verify the proposed optimized 

SVM technique for controlling the qZNPC inverter to perform voltage buck-boost function. 

The parameters presented in Table 7 were used for the simulation exercise. 

 

Table 7. Parameters used for simulation studies 

PV panel output voltage 500 – 600 V 

Output voltage to grid 380 - 415 V, line-to-line rms 

Grid frequency 50 Hz 

Switching frequency 5 kHz 

L1, L2, L3, L4 1 mH 

C1, C2, C3, C4 470 μF  

 

 The main contribution of this paper is the optimization of the number of switching 

transitions during the control of qZNPC inverter to be as close as possible to that of a 

conventional NPC inverter. When a three-level nearest three vector SVM is implemented in 

a conventional NPC inverter, the number of switching transitions recorded when the reference 

vector traverses triangles 2, 3 and 4 is 36. When a similar exercise is done for a qZNPC 

inverter, the number of switching transitions recorded is 40. Applying the optimized SVM 

approach to the qZNPC inverter reduces the number of switching transistions from 40 to 38, 

which is the optimized number obtainable. 

 Simulation results for the case where the output of the PV array is assumed to be at a 

maximum of 600 V are shown in fig. 5. Under this condition, the qZNPC inverter works in 

the VSI mode. The required output voltage to the grid is synthesized with a modulation index 

of 0.915 with the shoot-through duty cycle set to 0. This operation results in a peak output 

line-to-line voltage of 547.2 V (387 V rms) as expected.  This is clearly seen in fig. 5a. An 

output line-to-line voltage waveform with nearest three vector switching is shown in fig. 5b; 

fig. 5c – displays balanced output currents fed to the grid; fig. 5d – shows the current drawn 

from the PV array which is without ripples because shoot-through states have not been 

activated; fig. 5e – shows the capacitor voltages on C1, C4 and C2, C3 which are 0 V and 300 

V, respectively. 

 To demonstrate the effectiveness of the optimized SVM algorithm described above 

for controlling the qZNPC inverter to perform voltage-boost operation, we assume the PV 

array’s output voltage drops to the minimum of 500 V as a result of poor weather conditions. 

To synthesize the required grid voltages, the output of the PV array needs to be boosted. This 
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is achieved by setting the modulation index and shoot-through ratio to 0.9 and 0.1, 

respectively. Figure 6 depicts the main waveforms obtained when shoot-through states are 

used.  

 

(a) 
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(b) 
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Fig.5 Buck-mode simulation results Fig. 6 Boost-mode simulation results 
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The spectrum of the output line-to-line voltage is shown in fig. 6a. This figure clearly 

shows a fundamental peak line-to-line voltage of 549 V as expected. The waveform for the 

output line-to-line voltage with nearest three vector switching is clearly shown in fig. 6b. 

Figure 6c shows the output currents of the qZNPV inverter which are still balanced and 

sinusoidal even when shoot-through states are inserted. 

The current drawn from the PV array during this operating mode is shown in fig. 6d. 

This current is continuous with ripples resulting from the exchange of energy between the 

qZ-source inductors and capacitors during the insertion and removal of shoot-through states. 

The continuous input current drawn by the qZNPC inverter is very beneficial to the PV array. 

The voltages on the qZ-souce capacitors are also shown in fig. 6e. 

 The simulation results clearly agree well with the presented concepts thereby verifying 

the optimized SVM algorithm presented earlier. Compared with conventional SVM methods 

applied to the qZNPC inverter, the approach presented in this paper is cheaper since a 

reduction in the number of switching transitions will lead to decreased switching losses and 

therefore decreased total losses which will lead to the use of smaller (and cheaper) heat sinks 

in the practical implementation.  

 

 

5. CONCLUSIONS 

 

 An optimized SVM technique for controlling a qZNPC inverter has been presented in 

this paper. Inserting UST and LST states into the conventional NPC inverter’s state sequence, 

voltage buck-boost functionality is achieved in a single-stage structure. The placement of the 

UST and LST states has been optimized in this paper leading to a reduction in the number of 

switching transitions per switching cycle compared to existing methods. Using the proposed 

optimized SVM algorithm leads to reduction in switching losses of the qZNPC inverter. The 

presented concepts have been verified using simulation results. It is expected that the 

presented solution will be cheaper than existing methods because of reduction in switching 

losses which will mostly result in lower overall losses and therefore smaller and cheaper heat 

sinks will be required in a practical implementation.  
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Abstract: In this paper, we developed a robust technique for fault classification in the 

induction motor, which was used by the Adaptive Network Reference Information System 

(ANFIS). A robustness and precision test of the proposed method was performed on a small 

database. To speed up the response and minimize the calculation time, the most sensitive 

indicators have been used to ensure the learning of the classifier. The database used was 

carried out at the University of Case Western, this database has two modes of healthy 

operation and with rolling defects located side coupling. The objective of the technique 

used in this paper is to extract the indicators and to test them to select the most sensitive 

to the apparition of defects. The obtained results show the effectiveness and sensitivity of 

the proposed approach to identify the nature of the defect even at the birth stage. 

 

 

 

1. INTRODUCTION 

 

 The asynchronous motor sometimes called induction motor is the most used motor in 

the industrial world because of its robustness. In addition, its cost is low as well as the cost of 

the maintenance and its simplicity [1]. During its operation the induction motor subjected to 

constraints generates defects which negatively affect the profitability of the drive systems and 

consequently the productivity of the installations. To ensure the proper functioning of the drive 

systems therefore the continuity of productivity, it is necessary to ensure a policy of 
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maintenance to detect and identify the occurrence of defects at the birth stage and to avoid the 

unexpected shutdown of the installations that causes significant economic losses. 

Several categories of methods are proposed for the diagnosis of defects in the literature, 

surveyed recently in [2], from data processing perspective. We can divide those methods in to 

three types of methods, namely model-based, signal-based and knowledge-based methods. 

The first family of methods that uses a mathematical model describing the normal 

operating state of the induction motor, model-based methods of fault diagnosis algorithms are 

developed to monitor the consistency between the measured results of practical systems and 

model predictions, such as state observing methods, parametric estimation, and parity space 

utilization. The advantage of this type of method is that the fault diagnosis is very simple since 

one carries out a direct mapping with the physical coefficients [3]. 

The methods based on prior knowledge that can be divided into two groups: qualitative 

methods based on symbolic intelligence and quantitative methods using artificial intelligence. 

Qualitative methods include failure trees, logging and expert systems, while quantitative 

methods such as unsupervised learning systems like K-means, C-means, and principal 

component analysis (PCA) and supervised learning systems including Fuzzy logic, support 

vector machines (SVM), shallow and deep neural networks, also some hybrid systems like PCA 

and autoencoder [4], [5], [6].  

A study was carried out by Bonnettet. al [7], in the context of diagnosis of various rolling 

defects in the induction motor. Diallo et.al [8], presented an analysis by shape recognition, were 

defects created on the rotor and on the stator of the induction motor. Decision procedures based 

on the k-nearest neighbor rule and direct limit calculation, were used to detect defects. Another 

work was developed by [9], the authors proposed a technique for detecting and identifying the 

defects of the induction motor based on the analysis of structured residues of the stator currents. 

The simulation results obtained by this technique are satisfactory since it is able to detect and 

identify the defects of breaking bars, ring portions and eccentricity with a good estimate of their 

tripping time. In [10], the author has developed a method for pattern recognition based on a 

Multi-Layer Perception Artificial Neural Network (MLPANN) in order to detect and identify 

eccentricity defects and demagnetization of the synchronous machine. In the study presented in 

[11], where the author used an approach which based on the classical spectral analysis and a 

method of classification, inspired by the supervised learning theory of supported vector 

machines (SVM), enable the detection and identification of the ball bearing defect in the 

induction motor. In [12], the author proposed a technique of diagnosis of rotor electrical defects 

in the induction motor based on the analysis of acoustic signals; three motor states have been 

analyzed. 

In addition, the work proposed by [13] presents a fault diagnosis technique in the single-

phase induction motor based on acoustic signals. The authors use three classifiers namely the 

closest neighbor, the closest average and the Gaussian mixing models. Despite the low 
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operating cost of the proposed technique, the last remains non-invasive since it is sensitive to 

interference from environmental noise while the classification rate is relatively low. 

Reference [14] has proposed an appropriate approach to diagnose rotor imbalance defect 

in rotating machinery. It’s used as a technique of the two classifiers k-nearest neighbor (KNN) 

and (SVM). Features were taken from the FFT amplitude of the vibratory signals. The 

classification results obtained by this approach show that the SVM rate of 95.87% is 

significantly higher than the KNN rate of 77.51%. SVM has been the subject of many 

applications, this technique has already been exploited by [15] to ensure an automatic 

classification of bar break defects in induction motors. This technique was also used by [16] 

and [17] to detect and diagnose the real-time rolling defect and it was very successful. Good 

bibliographic research was presented by [18] from 2001 to 2014, the purpose of SVM in various 

data mining tasks such as classification, clustering and forecasting, etc. Despite the 

effectiveness and good quality of the results obtained by this method, some problems related to 

this method were mentioned. In the same sense [19] is developed diagnostic technique based 

on Artificial Neural Networks (ANN) to classify roller bearing defects. The results obtained by 

this technique give a fault classification accuracy of 93%. In the works of [20] and [21] a fairly 

efficient technique called adaptive network-based fuzzy inference system (ANFIS) was used to 

identify the bearing fault in the induction motor. Through this study, we develop a new 

approach for detecting and classifying induction motor defects using ANFIS. 

It allows the identification of the majority of faults from birth precisely and in real time. 

In order to allow early classification of defects using limited samples, which facilitates online 

diagnosis, the approach has been optimized. 

Our goal is to synthesize a new diagnostic approach and establish criteria of choice for 

their use in order to make a very advanced practical contribution to the diagnosis of induction 

motor defects. Our contribution is structured as follows: 

• In the literature, many works use vibration signal processing with different approaches to 

signal processing. In our study, instead of using the vibration signal, we propose an approach 

based on an ANFIS algorithm to classify induction motor defects. 

• In a second step, a fault diagnosis approach based on an efficient classifier formed on a small 

dataset was proposed. 

This work is organized as follows. In section 2 we present a statistical study of defects 

that affect the induction motor. A detailed description of the test bench used in this work is 

presented in Section 3. The fourth section was devoted to the architecture of the developed 

approach. First, we presented the vibratory signals, this step will be followed by a pre-

processing step which consists of extracting the characteristics related to the evolution of 

defects in order to give a reduced representation of the vibratory signals before performing the 

identification and classification of defects. The fifth section was devoted to the presentation of 

the ANFIS classifier used for the classification of defects. In the last section contains an 
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experimentation phase and discussion of obtained results. The study was terminated by 

conclusion and perspective. 

 

 

2. DEFECTS IN INDUCTION MOTOR 

 

 Any extraordinary stress that penalizes and causes total or partial paralysis and 

disrupts the good functioning of the engine is considered as a defect. The induction motor 

fault is original: electrical, mechanical and magnetic. It can occur on one of the organs that 

constituted them namely: the bearing, the stator, the rotor and the shaft. According to the 

recent statistical study presented in [22], the default rate for each component of the motor is 

shown in the figure below: 

 

 

Fig. 1. Statistical study of induction motor defects [23] 

 

 In this study, the bearing failure rate has a large range compared to other defects, for 

this reason, it is recommended to guide our study into bearing defaults and this to show its 

influence on the dynamic behavior of the induction motor.  

 The causes and consequences of rolling fault are presented in the following table: 

 

Table 1. Faults description in the induction motor. 

Defects Illustration Causes Effects 

Rolling 

fault 

 

The rolling fault is generally related 

to the wear of the bearingand more 

specifically a degradation of the 

balls, or the tread, caused by: 

 Wear due to aging, 

 High operating temperature, 

 Loss of lubrication, 

 Contaminated oil. 

Oscillation of the load torque, 

 Appearance of additional losses, 

 Vibration by the displacement of 

the rotor around the longitudinal 

axis, 

 Generates additional 

harmonicson the signature of 

power supplies. 
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3. DATABASE DESCRIPTION 

 

 The effectiveness of the proposed method cannot be definitively validated until the real 

conformity of the obtained data that is why one refers to the data acquired on the test bench 

available which are posted on the website of University Case Western Reserve [23]. This test 

bench illustrated in figure 2 is a very simple design, it allows the assembly and disassembly of 

the two bearings tested, it consists essentially of a 2-horse induction motor and a dynamometer 

that allows applying different loads (in this case the applied loads are of the order 0, 1, 2 and 3 

Hp). The latter is connected to the motor by an elastic coupling. In order to measure the 

vibrations of the motor, two accelerometers were placed at the level of the bearing on one side 

drive and the other side fan. There is also a speed sensor to measure the actual speed of rotation 

of the motor. 

 

 

Fig.2. Test bench [24]. 

 

Defects are inserted separately on the three elements of the bearing as follows: the outer 

ring, inner ring and rolling elements. The defects studied on the turnover of the coupling end 

(drive side) are characterized by the following parameters: 

- Number of holes = 1 

- Diameter of the defect = 0.07, 0.14 and 0.21 inches. 

- Depth of defect = 0.0118 inches. 

The defect realized is well explained in the figure 3: 

 

 

Fig. 3 Point defect on a bearing 
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Depth 
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4. ARCHITECTURE OF THE DEVELOPED APPROACH 

 

 The principle of the approach developed in this work is based on the use of a rather 

robust technique for classifying rolling defects from the vibratory signals that characterize 

each mode of operation. 

The proposed approach has been divided into three stages. In a first step, we have 

represented the vibration signals for each mode of operation. In the next step, a data 

preprocessing operation was performed; firstly, the calculation of the fifteen statistical 

indicators was performed on the dataset. Among which, the most sensitive to defects have 

been taken into consideration. Finally, the ANFIS classifier was used with different operating 

scenarios of the induction motor. The different stages of the approach developed were 

presented in figure 4. 

 

 

Fig.4. Breakdown Different stages of the approach. 

 

 

5. VIBRATION SIGNAL 

 

 In this study, only ten (10) operating states were used for classification because of the 

availability of information needed for these cases. Figure 5 (a - j) shows the vibratory signals 

measured at the level of the rolling bearing on the coupling side in a normal state, then in a 

failed state. The fault state is divided into three types of defects occurring on the inner ring, the 

outer ring and the balls, each of which is expressed by three drill sizes of the order of 0.07, 0.14 

and 0.21 inches. Knowing that the sampling frequency is 12000Hz. 

It is found that at each state of operation of the bearing presented by a signal which is 

characterized by a very large number of points (N = 24000) which is difficult to exploit. For 

this purpose, it is necessary to minimize this number by means of the statistical indicators 

which make it possible to characterize each signal. 

 h 
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Fig.5. Vibratory signals of different rolling states. 
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6. PRETREATMENT (PRE-PROCESSING) 

 

This step involves the extraction of the indicators that characterize the vibratory signals. 

First, the calculation of the statistical indicators on the dataset was done. Second, among these 

indicators those most sensitive to defects were selected. 

Several statistical indicators exist in literatures, more or less efficient and adequate to 

characterize a given signal. The most used indicators are described in Table 2. 

 

Table 2. Statistical indicators 
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For extracting the most effective indicators, we tested their sensitivity to the detection 

of defect. The choice was made on the most sensitive among the samples. We found that RMS, 

standard deviation, minimum, maximum and Skewness are the most sensitive; their evolution 

is influenced by the presence and size of the defect.  

Figures. 6 and 7 respectively illustrate the shape of the time signals and the variation of 

the indicators for N samples, in a healthy state of rolling afterwards in a state where it turns out 

that the fault comes from the outer ring with three drilling sizes different (i.e. with a drilled 

diameter of 0.7, 0.14 and 0.21). 

 

 

Fig.6. Succession of vibratory signals. 

 

 

 

Fig.7.Evolution of the most sensitive indicators. 

 

After selecting the most significant indicators, the classification step is followed to 

identify the nature and size of defects generated.  
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7. GENERAL INFORMATION ABOUT ANFIS 

 

An adaptive network-based fuzzy inference system (ANFIS) is an improved type of 

artificial neural network based on the fuzzy inference system. The method was developed by 

Jang in 1993 [24]. ANFIS is the result of the fusion of the two combined methods. It 

simultaneously integrates hybridization of the neural network and fuzzy logic. Its inference 

system corresponds to a set of fuzzy (if - then) rules with the ability to learn nonlinear functions.  

In this article, the classification of defects has been modeled by a new concept, it 

exploits the set of results obtained from the computation of the relevant temporal indicators (f1, 

f2 ...) on vibratory signals. Figure 8 is the architecture of the adaptive fuzzy inference system, 

where: A1, A2, B1, B2 are fuzzy sets and the terminology of the three nodes are: M: multiplication, 

N: normalization, S: summation. 

The output function F is expressed as follows: 
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The linear combination of the design parameters p1, q1, p2, q2 obtained during the 

learning process makes us rewrite the output function as follows: 
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Fig.8.Architecture of ANFIS 
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To validate the proposed technique, we have taken ten rolling operation scenarios in 

different states (normal functional, defected for three size cases) that are presented in figure 3. 

This study therefore becomes a classification problem. where the number of classes is equal to 

the number of cases. Each signal is fragmented into several sections of the same size (N = 4100 

samples). On each section the five selected indicators are calculated. The total of all data is 

equal to 590 samples, which are divided into two groups of data, one for the training that 

contains 490 samples and the other for the test that contains 200 samples that will be inserted 

into the sample ANFIS classifier. The data sets as well as the different states of the bearing are 

illustrated in detail in Table 3. 

 

Table 3. Description of the database 

Rolling condition Diameter of 

the defect (in 

inches) 

Charge 

(Ch) 

Number of 

samples for 

learning 

Number of 

samples for 

the test 

Class 

Healthy (h)  0, 1, 2, 3 49 10 1 

Outer race (f1) 0.07 0, 1, 2, 3 49 10 2 

Outer race (f2) 0.14 0, 1, 2, 3 49 10 3 

Outer race (f3) 0.21 0, 1, 2, 3 49 10 4 

Inner race (f4) 0.07 0, 1, 2, 3 49 10 5 

Inner race (f5) 0.14 0, 1, 2, 3 49 10 6 

Inner race (f6) 0.21 0, 1, 2, 3 49 10 7 

Rolling element (f7) 0.07 0, 1, 2, 3 49 10 8 

Rolling element (f8) 0.14 0, 1, 2, 3 49 10 9 

Rolling element (f9) 0.21 0, 1, 2, 3 49 10 10 

Total        590  

 

 

8. EXPERIMENTS 

 

To be able to quickly diagnose faults, it is necessary to make a compromise between 

learning speed, memory utilization, accuracy and interoperability. This is why we chose to use 

an ANFIS classifier in this work, with the extraction of the indicators directly from the data 

signals already made during the pre-processing phase. 

Our algorithm is essentially written in MATLAB. We used Image Processing Toolbox 

TM as well as Statistics and Machine Learning Toolbox TM. The application is run on a Core 

i5 processor with a clock of 2.70 GHz and 8 GB of RAM. 

Once the learning process is functional in a suitable manner, the test step validates the 

effectiveness of the proposed method, and this through the illustrated confusion matrix as 

follows: 
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Fig.9.Confusion matrix obtained by the classifier ANFIS 

 

The confusion matrix, in the terminology of supervised learning, is a tool for measuring 

the quality of a classification system. Each column of the matrix represents the number of 

occurrences of an estimated class, while each row represents the number of occurrences of an 

actual (or reference) class. The data used for each of these groups must be different. One of the 

interests of the confusion matrix is that it quickly shows whether the system is able to classify 

correctly or not.  

We consider a classification system whose purpose is to classify e-mail into two classes: 

normal e-mails and spam. We will want to know how many normal emails will be falsely 

estimated as spam (false alarms) and how many spam will not be estimated as such (no 

detections). 

All the classification results obtained by the ANFIS are summarized in the table. 

 

Table 4: Score with execution time 

Type of classifier Classification score % Execution time (s) 

ANFIS 100% 24,364 

 

From the results displayed by the confusion matrix, we find that among the set of classes 

tested, it turns out that all the states are well assigned to their classes. Especially since this 

approach is able to classify large and small size defects. 

A perfect classification rate is only the sum of the diagonal elements. 

We clearly notice that the three low gravity defects were perfectly assigned to their 

appropriate classes, and this reinforces our belief that this system is viable. In the continuation 

of our work and for the good decision of the reliability of the proposed method, one uses a large 

database. 
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9. ACCURACY OF DEFECT CLASSIFICATION 

 

To ensure the safety of people and equipment in the world of industry, a system is needed 

to know the occurrence of a failure in real time. This type of system is affected by two main 

factors: 

1- The time needed to make a good prediction, 

2- The time needed to make a good decision. 

We test our method by reducing the number of samples needed to create a discriminant 

descriptor in order to obtain a good classification (minimization of execution time or fast 

response speed). 

To evaluate the minimum number of samples needed to obtain a good classification of 

defects. Figure 10 illustrates the number of samples necessary to give a good decision with the 

classifier used. 

From the appearance of the variation of the error as a function of the number of iterations, 

we find that at the 6th iteration the error decreases to the value zero. 

 

 

Fig.10.Performance of the ANFIS 

 

 

10. CONCLUSION 

 

 In this paper, a new approach based on the use of ANFIS as a modern technique is 

developed. It makes possible to diagnose the nature of defect as well as, its gravity; the 

learning of this technique is also based on the indicators most sensitive to defects. The test 

results clearly show that there are five most sensitive indicators that are RMS, standard 

deviation, minimum, maximum and Skewness. 

To obtain the classification rate of rolling defects the ANFIS classifier previously 

formed by the most defect-sensitive indicators is used. The results obtained show that the 
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proposed technique has made it possible to classify the nature of the defect as well as its size 

with great precision. 
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Abstract: The aim of this paper is to design the sizing and optimization of multi-source 

system PV/Diesel/Battery, whereat the power management algorithm is applied to feed 

load in Algeria where the GA method is used to find the best configuration of the system 

and for sizing purpose of the components, based on the minimum total cost of the system 

(STC) subject to renewable energy fraction (FR).Thus, the results show the impact of RF 

on the STC in addition to the choice of the best configuration and the most adequate one. 

 

 

 

1. INTRODUCTION 

 

 Renewable energy systems gained an outstanding significant interest. They are 

considered as a solution to face the reduction of fossil fuel resources which cause the CO 

emissions. 

Besides, Algeria initiates a dynamics of green energy by launching an ambitious 

program for development purpose of Renewable energy and energy efficiency, for which 

purpose, the Government aims to developing solar energy. Likewise, Algeria is located in the 

centre of North Africa between the 358 and 388 of latitude north and 88 and 128 longitude 

east, whose surface is assessed to 2,381,741 km2 whereat the Sahara occupies 80% of the total 

area [1], it is characterized by high solar radiation intensity. Subsequent to which, the 

photovoltaic systems have recently been used for various applications in Algeria, in respect 

such as: Electrification, pumping water, telecommunication, public lighting etc. 
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At the current time, solar systems are considered as one of the most popular sources, 

namely in research level. Further, there exist a lot of studies in the literature related to hybrid 

PV system size optimization, cost analysis, among which [2-9]. 

In the paper [2], genetic algorithms are applied for sizing remote PV systems and a 

comparison with two classical methods, worst month method and loss of power supply 

probability (LPSP) method are made. A year of synthetic hourly meteorological data of Adrar, 

Algeria, generated by PVSYST software, has been used in the simulation. The methods have 

been applied to a PV lighting systems with orientation due south and inclination angles 

between 0° and 90° to define the lowest cost of the system. Genetic algorithms and worst 

month methods give results close to each other between 0° and 60° but the system is largely 

oversized by the worst month method when the tilted angle is over 60°. Yahiaoui et al. [3], 

worked on optimization of PV/DG systems in Algeria using particle swarm optimization 

(PSO) algorithm. The constraint method has applied to minimize three objectives’ functions, 

the total cost of the system, loss of load probability (LLP) and CO2 emission of the hybrid 

power generation system. Results demonstrated that the combination of the two power 

sources (PV-Diesel) is required to be able to cover the energy deficit. Also in [4], PSO and 

the ε-constraint method have been applied to minimize optimal sizing of an autonomous 

hybrid PV/diesel system in a rural village of Ilamane, province of Tamanrasset, Algeria. 

Three objective functions are considered the total cost of the system (ACS), the loss of load 

probability (LPP) and the total CO2 emissions produced by diesel generators. In the study, 

the ε-constraint method is used to handle constraints and multiple objectives of the system 

with simplicity and computational efficiency. In another study [5], PSO is used for an Optimal 

Sizing for PV systems in isolated island in East Nusa Tenggara, Indonesia. The objective 

function of the system is considered the Annual cost of system (ACS). The optimal sizing 

consists of 75,300 × 165W PV panels, 3×5MWh of battery banks (Batt) and 12MW of Diesel 

Generator (DG) units. A modeling and Cost Analysis of three different power generating 

configurations DG, PV/Batt and PV/DG/Batt in Tunisia, Jordan and Kingdom of Saudi Arabia 

(KSA), are presented in [6]. Further, two criteria are considered in this approach: initial 

investment and operational costs in addition to pollutant emission. Also, numerical 

simulations are applied to model these systems then characterize their performance. The best 

solution in Saudi Arabia was using diesel engine. However, using diesel engines leads to rise 

in pollutant emissions. Likewise, it was found that the best power supplying configuration in 

Tunisia and Jordan is the PV/DG/Batt. In [7] a developed simulation program using iterative 

approach is used to optimize the sizes of PV/Batt system, for electrification of small 

community in Palestine. Economic analysis is done based on life cycle cost to define the 

lowest Cost Of  Energy (COE). The results showed that the lowest COE is found 0.326 $/kWh 

and happens at 100% PV contribution and 0.7 autonomy days (AD). Artificial Bee Colony 

Algorithm (ABC) applied in [8] for optimal sizing of stand-alone PV system in Helwan city, 

Egypt. Two objective functions are used. The first is the maximization of the PV module 
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output power, whilst the second represents the minimization the life cycle cost (LCC). Also, 

comparison between ABC algorithm and Genetic Algorithm (GA) optimal results is made. 

The results demonstrated that the ABC is more efficient than GA in obtaining the optimal 

cost of the PV system. In the paper from Bataineh [9], PV system design is presented to 

provide electricity for a single residential household in rural area in Jordan. A computer 

program is developed to finding the optimal combination of PV array and batteries for the 

design of stand-alone photovoltaic systems in terms of reliability and costs. Life cycle cost 

(LCC) and annualized unit electrical cost of system are calculated. 

In addition, there exist several commercial software in literatures which were 

developed for optimization of standalone and hybrid PV systems, they can be found in [10] 

in full details. 

Above and beyond, for evaluation purpose of the performances of PV-Battery-Diesel 

system to supply electricity to the remote site in Algeria, GA was used to find the best 

configuration considering different constraints. 

This paper explores the importance of the renewable factor (RF) in minimizing the total 

investment cost (STC) of the multi-source system. 

 

 

2. CONFIGURATION AND MODELING OF THE MULTI-SOURCE SYSTEM 

 

 The multi-source system proposed in this study is shown in figure 1. Thus, the power 

system consists of photovoltaic generator, Diesel generator and a battery bank. 

 

 

 

Fig.1. Configuration of a multi-source system 
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2.1. PV system 

 

 The hourly output power of a PV panel can be written as follows [11]: 

 

 𝑃𝑃𝑉(𝑡) = 𝑉𝐶𝑂(𝑡). 𝐼𝑠𝑐(𝑡). 𝐹𝐹 (1) 

 

 𝐼𝑠𝑐(𝑡) = [𝐼𝑠𝑐𝑡 + 𝐾𝑖. (𝑇𝑐(𝑡) − 25)].
𝐺(𝑡)

1000
 (2) 

 

 𝑉𝐶𝑂(𝑡) = 𝑉𝑐𝑜𝑠𝑡 − 𝐾𝑣. 𝑇𝑐(𝑡) (3) 

 

 𝑇𝑐(𝑡) = 𝑇𝑎(𝑡) +
𝑁𝑂𝐶𝑇−20

800
. 𝐺(𝑡) (4) 

 

where: Isct (A) is the standard short circuit current, Ki (A /°C) is the short circuit current 

temperature coefficient, G(t) (W/m²) is the global irradiance incident on the PV module, Vcost 

(V) is the standard open circuit voltage, Kv(V/°C) is the open circuit voltage temperature 

coefficient, Tc (°C) is the temperature which can be estimated from the ambient temperature, 

Ta (°C) and the solar radiation and FF is the fill factor. 

The total hourly output power of the PV modules (𝑃𝑃𝑉(𝑡)) can be calculated by: 

 

 𝑃𝑃𝑉(𝑡) = 𝑁𝑃𝑉,𝑝. 𝑁𝑃𝑉,𝑠. 𝑃𝑃𝑉(𝑡) (5) 

 

where 𝑁𝑃𝑉,𝑝 is the number of panels connected in parallel, variable of optimisation, 𝑁𝑃𝑉,𝑠 is 

the number of panels connected in series, it is calculated as: 

 

 𝑁𝑃𝑉,𝑠 =
𝑉𝑏𝑢𝑠

𝑉𝑃𝑉,𝑛𝑜𝑚
 (6) 

 

𝑉𝑏𝑢𝑠 is the DC bus voltage, it is chosen to be equal to 48 V and 𝑉𝑃𝑉,𝑛𝑜𝑚 is the nominal voltage 

of the PV module. 

 

2.2. Battery bank 

 

For charging process and discharging process of the battery bank, the storage battery 

capacity is subject to the following constraints [12]: 

 

 Cbat𝑚𝑖𝑛 ≤ Cbat(𝑡) ≤ Cbat𝑚𝑎𝑥 (7) 

 

Cbatmin and Cbatmax are calculated as discussed in [13], they are the maximum and minimum 

allowable storage capacity. 
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Cbatmin, is determined by: 

 

 Cbat𝑚𝑖𝑛 = (1 − DOD)Cbat𝑚𝑎𝑥 (8) 

 

The total number of the batteries is defined by: 

 

 𝑁𝐵𝐴𝑇 = 𝑁𝐵𝐴𝑇,𝑝. 𝑁𝐵𝐴𝑇,𝑠 (9) 

 

where: NBAT,p is the number of panels connected in parallel, variable of optimization; NBAT,s is 

the number of batteries connected in series, is calculated as: 

 

 𝑁𝐵𝐴𝑇,𝑠 =
𝑉𝑏𝑢𝑠

𝑉𝐵𝐴𝑇,𝑛𝑜𝑚
 (10) 

 

The storage battery capacity is computed during the charging state as follows: 

 

 Cbat(𝑡) = Cbat(𝑡 − 1) + (𝑃𝑅𝐸(𝑡) − (𝑃𝑙𝑜𝑎𝑑(𝑡) ηinv)⁄ )𝜂𝑐ℎ𝑎Δ𝑡  (11) 

 

And for the discharging state, the storage battery capacity is computed as follows: 

 

 Cbat(𝑡) = Cbat(𝑡 − 1) + (𝑃𝑅𝐸(𝑡) − (𝑃𝑙𝑜𝑎𝑑(𝑡) ηinv))⁄ /𝜂𝑑𝑒𝑐ℎ)Δ𝑡 (12) 

 

ηcha, ηdech are the charging and discharging efficiency of the battery, ηinv is the inverter 

efficiency. (In this article, 𝜂𝑐ℎ𝑎 = 90%, 𝜂𝑑𝑒𝑐ℎ = 85% and ηinv = 95% [14]). 

 

2.3. Diesel generator 

 

The diesel fuel consumption 𝐹(𝑡) during a period of time t, and the fuel cost is 

calculated for a year, as per discussed in [15], as follows: 

 

 𝐹(𝑡) = 0.246 𝑃𝐷𝐺  (𝑡) + 0.08415 𝑃𝑅 (13) 

 

 𝐶𝑓 = 𝑃𝑓 . ∑ 𝐹(𝑡)8760
𝑡=1  (14) 

 

where: PDG(t) is the DG generated power, kW, PR is the DG rated power, kW, and Pf  is the 

fuel cost per liter. 

The operational of DG has to be in range between the rated capacity and specified 

minimum value:        

 

 𝑃𝐷𝐺𝑚𝑖𝑛 (𝑡) ≤ 𝑃𝐷𝐺  (𝑡) ≤ 𝑃𝐷𝐺𝑚𝑎𝑥  (𝑡) (15) 
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2.4. Control strategies 

 

This strategy can be explained by the following steps:  

 

 ∆P =  PPV(t) − PL(t) (16) 

 

 PL(t) =
Pload

ηinv
 (17) 

 

where: PPV(t): the renewable power of the system which is in our case the Photovoltaic’s 

power, Pload: the demanded load power.  

1- If ∆P=0, the battery banks is either charged or discharged and the Cbat (t) of the battery 

banks depends on the previous value at the time t. The diesel generator is turned off. 

2- If ∆P>0, the remaining power will be used to charge the battery bank. The diesel 

generator is turned off. When the Cbat (t) of battery banks reaches its maximum value 

Cbatmax, the excess power is dumped. 

3- If ∆P<0, the deficient power will be supplied by the battery bank or by the diesel 

generator. If the demand load is less than the minimum power of diesel generator, 

these later run at their rated power PR, the batteries will be charged with the remaining 

power. 

A flowchart of the proposed operational strategy for the multi source system is shown 

in figure 2. 

 

 

3. PROBLEM DESCRIPTION AND THE PROPOSED APPROACH 

 

3.1. Cost analysis 

 

The System Total Cost (STC) is one of the indicators in economic analysis, it can be 

determined from the following equation [16]: 

 

 𝐹𝑐(𝑥) = ∑𝑁𝑃𝑉,𝑃 × 𝑁𝑃𝑉,𝑠 × (𝐶𝐴,𝑃𝑉 + 20 × 𝐶𝑀,𝑃𝑉 + 𝐶𝐼,𝑃𝑉) + ∑𝑁𝐵𝐴𝑇,𝑃 × 𝑁𝐵𝐴𝑇,𝑆 × (𝐶𝐴,𝐵𝐴𝑇 +

𝐶𝐼,𝐵𝐴𝑇 + (𝑟𝐵𝐴𝑇 × (𝐶𝐴,𝐵𝐴𝑇 + 𝐶𝐼,𝐵𝐴𝑇))  + (20 − 𝑟𝐵𝐴𝑇 − 1) × 𝐶𝑀,𝐵𝐴𝑇) + 𝐶𝑇,𝐷 (18) 

 

where CA,PV  is the acquisition cost of PV panel (€), CM,PV is the maintenance cost per year of 

the PV panel (€ /year), CI,PVb is the installation cost of the PV panel (€), CA,BAT is the 

acquisition cost of battery (€), CM,BAT is the maintenance cost per year of the battery (€/year), 
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CI,BAT is the installation cost of the battery (€), rBAT is the expected number of battery 

replacements during the lifetime of the system operation, CT,D is the operation cost of the 

diesel generator, is calculated as follows: 

 

 𝐶𝑇,𝐷 = 𝐶𝐼,𝐷 + 𝑀𝐷 +
𝐶𝐷

𝐿𝑖𝑓𝑒𝐷
+ 𝐶𝑓  (19) 

 

where CI,D is the installation cost of the diesel generator (€), CD is the diesel generator 

acquisition cost (€), MD is the diesel generator’s hourly maintenance cost (€/h) ,LifeD  is the 

diesel generator lifetime (h),Cf  is the fuel cost (€). 

 

 

Fig. 2. Flow chart of the proposed operational strategy for the multi source ystem 
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The electrical energy supplied to the required load demand through the renewable 

energy sources is known as a renewable factor (RF) [17] or renewable energy fraction (FR) 

[18], FR is a number between 1 and 0, if FR equal to 1 means total generated power supply 

to the load from renewable energy source, in other side, if the value of FR is zero, the load is 

supplied by DG sources. The renewable fraction calculated is shown as [18]: 

 

 𝐹𝑅 =
𝐸𝑅𝐸

𝐸𝑅𝐸+𝑃𝐷𝐺
 (20) 

 

where: 𝐸𝑅𝐸 represents the produced renewable energy which is consider the Photovoltaic’s 

power (𝑃𝑃𝑉) in our case, PDG represents the diesel generator power, ERE + PDG represents the 

total energy production of the multi-source system. 

 

3.2. Genetic algorithm 

 

GA is a stochastic optimization proposed for the first time by Holland [19], GAs are 

adaptive heuristic search algorithms based on the evolutionary ideas of natural selection and 

genetics. GAs are utilized to solve NP-Hard optimization problems which cannot be solved 

with classical methods due various complexities such as non-linearity, non-convexity, 

multimodality, discontinuity, and mixed-types variables among others [20]. Design of energy 

systems is among such complex problems. 

The most important three operators of GAs are: selection, crossover and mutation. 

The first step of a GA is the random generation of the initial population. Then a GA 

follows an iterated procedure that consists of the following steps [21]: 

1. Evaluation of objective(s) function(s). 

2. Reproduction of population, which makes duplicates of good solutions and 

eliminates bad solutions. 

3. Crossover, in which existing population members (parents) are mated in order 

to produce new population members (offspring). 

4. Mutation, which randomly changes the values at a portion of population 

members. 

In a single objective optimisation, there is one goal: the search for an optimum 

solution. However, in multi objective optimisation there are two goals or more than two. 

 

3.3. Case study 

 

3.3.1. Components characteristics 

 PV panels and batteries constitute the inputs of the optimal sizing procedure. The 

technical specification and the costs of each component are described below: 
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 The life of the system is assumed equal to 20 years, the service life of the battery is 4 

years. 

 One diesel generator of a rated power of 16 kW is used; its lifetime is 7000 h. The fuel 

price is 0.17 €/l according to [23]. The capital cost and the maintenance cost of the diesel 

generator are respectively 6830 € and 0.2 €/h [16]. 

 

3.3.2. Meteorological Data and Load Profile 

The system is assumed to be installed in the site of Ghardaia, Algeria, latitude: 

32°24’N, longitude: 3°48’E and altitude: 450 m above sea level and it is proposed in order to 

meet the power demand of remote consumers. A community consisted of around 100 

individual residential buildings. 

The hourly solar radiation and hourly temperature are presented in figure 3 and the 

hourly load profile is presented in figure 4. 

 

3.4. The Objective Function and the Constraints 

 

In order to examine the relation between the cost and RF, the objective function is the 

STC and the constraint is the RF. 

The objective function: 

 

 𝑀𝑖𝑛 (𝑆𝑇𝐶) (21) 

 

is subject to: 

 𝑅𝐹𝑑é𝑠𝑖𝑟𝑒𝑑 ≤ 𝑅𝐹 (22) 

 

We consider two scenarios: 

 Senario 1: 𝑅𝐹𝑑é𝑠𝑖𝑟𝑒𝑑 = 0.5 

 Senario 2: 𝑅𝐹𝑑é𝑠𝑖𝑟𝑒𝑑 = 0.8 

Table1.Specification of  PVpanels  [22] Table 2. Specification of batteries [22] 

𝑉𝑂𝐶(𝑉) 45.50 

𝐼𝑠𝑐(𝐴) 8.90 

𝐾𝑣(%/°c) - 0.335 

𝐾𝑖(%/°𝑐) 0.047 

NCOT (°C) 46.00 

𝐶𝐴,𝑃𝑉 (€) 228.65 

𝐶𝐼,𝐵𝐴𝑇 (€) 33.50 

𝐶𝑀,𝐵𝐴𝑇 (€/year) 6.85 

 

𝐶𝐵 (Ah) 180.00  

𝐶𝐵𝐴𝑇,𝑛𝑜𝑚(Ah) 12.00  

𝑉𝐵𝐴𝑇,𝑛𝑜𝑚 (V) 80.00  

𝐷𝑂𝐷 (%) 85.00  

𝐶𝐴,𝐵𝐴𝑇 (€) 147.90  

𝐶𝐼,𝐵𝐴𝑇 (€) 20.88  

𝐶𝑀,𝐵𝐴𝑇 (€/year) 5.68  
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(a) Solar irradiation 

 
(b) Ambient temperature 

Fig. 3. Hourly means values of meteorological conditions 

 

 

Fig. 4. Load profile during one year 
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The upper limit is defined by the constraint on number of components:   

 

 {
1 ≤ 𝑁𝑃𝑉,𝑝 ≤ 𝑁𝑃𝑉,𝑝𝑚𝑎𝑥

1 ≤ 𝑁𝐵𝐴𝑇,𝑝 ≤ 𝑁𝐵𝐴𝑇,𝑝𝑚𝑎𝑥
 (23) 

 

and additional constraints: 

 

 Cbat𝑚𝑖𝑛
≤ Cbat(𝑡) ≤ Cbat𝑚𝑎𝑥

 (24) 

 

 𝑃𝐷𝐺𝑚𝑖𝑛 (𝑡) ≤ 𝑃𝐷𝐺  (𝑡) ≤ 𝑃𝐷𝐺𝑚𝑎𝑥  (𝑡)  (25) 

 

A genetic algorithm implemented in Matlab as “ga” command [24], is used for 

optimization to find out the optimal sizing of the multi-source system consisting of PV, Diesel 

generator and Batteries as a storage system, to supply the studied area. In this simulation, GA 

parameters consist of: 

 40 populations size according to the following equation: 

 

 number of populations = max (min(10. number Of Vars, 100) , 40) (26) 

 

Number Of Vars represents variables’ number. 

 100 maximum generations.   

For the other parameters, we used the default settings like stopping criterion: 

 The average change in the fitness function value below the function tolerance, which is 

considered 10-6 , 

 The stall generation, which is considered 50. 

Each chromosome consists of two genes (PV’s number and battery’s number). 

Optimization routine takes a long time to compute solution. 

 

 

4. RESULTS AND DISCUSSSION 

 

According to the control strategy adopted in this study, the demand is always satisfied. 

The application of the chosen approach leads to obtain the results presented in Table 3 and 

figures 5, 6, 7 and 8. 

Table3. Optimal results 

 𝑁𝑃𝑉,𝑃 𝑁𝐵𝐴𝑇,𝑃 
STC 

(€) 

Operating hours 

of diesel (h/year) 

Energy delivered 

by PV (Wh/year) 

Energy delivered by diesel 

generators (Wh/year) 

Senario 1 35 7 236294 4007 6.37x107 2.65x107 

Senario 2 50 7 244073 3451 9.11x107 2.28x107 
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a)FR=0.5                                                          b)FR=0.8 

Fig. 5. Performance of genetic algorithm 

 

 

According to the result analysis presented and shown in Table 3 and figures 5-8, 

respectively: 

 It can be depicted from results that the STC is dependent on RF, the increase of the 

renewable factor RF results in theincrease of STC. 

 It also shows the highest renewable penetration of 80% with the value of STC = 

244073(€). The combination includes 50 PV Panels and 07 batteries. Here, the diesel 

generators are operated for 3451 h in a year, the utilization of PV system with high 

penetration can minimize the operational cost of Diesel generator as shown figure 6, 

and reduces the fuel consumption accordingly. 

  

a)FR=0.5                                                          b)FR=0.8 

Fig. 6. Details of STC 
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 The case study shows that the use of the system with a renewable factor RFdesired = 

0.5 is the most cost-effective system with a STC of 236294 €. The minimum value 

for the system’s STC is obtained at the 52th iteration of the algorithm as shown in 

figure 5. 

 The optimum PV selection is not affected only by the metrological condition (solar 

irradiation and temperature) or by the PV characteristics, but also by the desired RF.  

A simulation of the produced powers by the optimal configuration over a period of one 

year is presented in figure 7: 

 Regarding the state of charge of the batteries, we can verify that throughout the 

year, it can never exceed the permissible maximum value SOCmax (100% of SOC) 

and it can never be below the permissible minimum value, SOCmin (20% of SOC). 

  It can be seen that the number of start / stop of the diesel generator depends on 

the state of charge of the battery. 

 

Fig. 7. Evolution of the powers PPV(t), PL(t), PB(t), PDG(t) and the state of charge of batteries in 

percent (SOC) during one year. 
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A simulation of the different powers produced by the optimal configuration of multi-

source system over a period of 15 days is presented in figure 8. 

According to the simulation results related to the case studied:  

 The storage battery bank capacity never exceeds the allowable maximum value 

and can never be below the allowable minimum value, which respects the 

constraint fixed by us at the level of the management of the battery. 

 When the power PPV(t) is greater than PL(t) , the bank of batteries is charged 

(PB(t)> 0) and discharged (PB(t) <0) in the opposite case, 

 The diesel generator starts when the power PPV(t) is lower than PL(t) and the 

batteries are discharged, the diesel generator is used to cover the energy deficit, 

 Moreover, the DG never operates below the allowable minimum value, 30% of its 

rated power. 

 

Fig. 8. Produced powers by the renewable resource PPV(t), demanded by the consumer PL(t), input / 

output of the bank of batteries PB(t), storage battery bank capacity Cbat(t) and the power produced by 

the diesel generator PDG(t) 
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5. CONCLUSION AND PERSPECTIVE 

 

The performed work represents the sizing optimization of PV- diesel-battery system. 

Then, GA is used to find the optimal configuration of the number of PV panels and batteries. 

Also, the results obtained from the simulation show that the design and sizing optimization 

of the hybrid system can be achieved by using the proposed methods to find the best solution 

for the system. 

The possibility of using this method is a great interest, it can be implemented in 

different cases for the optimal sizing and management of multi-source renewable energy 

system, for different load profile and meteorological conditions. 

Further works will take into consideration other criteria like CO2 emission, loss of 

probability of charge LPSP…etc and be focused on the study of the multi-objectives’ 

optimization in order to examine the relation between the STC and RF or STC and other 

factors. 
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Abstract: In previous articles, the concept of series Z-source network has been extended 

to conventional indirect matrix converter to raise the voltage gain to unity and beyond. In 

this paper, this idea is modified and applied to a three-level indirect matrix converter. Two 

series Z-source networks are placed on the virtual dc-link between a rectifier and a neutral 

point clamped inverter on the positive and negative dc rails. Partial shoot-through states 

are used for voltage boosting. The series Z-source capacitor voltages and starting current 

stresses are reduced. A virtual space vector PWM method has been developed to ensure 

voltage boost ability of the converter. Simulation results from SABER are used to 

demonstrate the superiority of the proposed converter over the existing topology. 

 

 

 

1. INTRODUCTION 

 

 AC-AC power conversion is needed in several industrial applications including motor 

drives, wind energy conversion systems, ship propulsion and aerospace energy systems [1, 

2]. The matrix converter (MC) is one of the most popular topologies among the available ac-ac 

converters because it provides high power density, sinusoidal input and output quantities, 

controllable input displacement factor, lengthy lifetime, and resilience under unfavourable 

conditions [3]. The MC topologies can be classified as direct and indirect. The direct MC 

(DMC) implements single stage ac-ac conversion, but the indirect MC (IMC) performs ac-dc-

ac conversion with no intermediate dc-link capacitor. Both of them have the same behaviour, 

but the latter has simpler commutation than the former [4, 5], and the number of controllable 

switches was reduced in sparse and ultrasparse IMCs [6]. The three-level IMC (3LIMC) is a 
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relatively new topology from the IMC family that incorporates a three-level voltage source 

inverter (VSI) with the matrix converter concept [7]. The topology produces multilevel output 

voltages with better harmonic content compared to the two-level topology while still 

maintaining all the advantages outlined for the traditional IMC. 

 Despite all the attractive features of the MC, its penetration in industry is low 

compared to existing topologies [8]. This is due to the fact that MCs have two main 

shortcomings: 1) the voltage gain cannot exceed 0.866; and 2) the output voltage is affected 

by changes in the input voltage [9, 10]. The output voltage sensitivity drawback can be 

overcome in a limited range through improved modulation methods [11].  Many over-

modulation techniques have been suggested to improve the voltage gain, however they are 

inadequate and often implemented at the expense of degrading the input current and output 

voltage quality [12]. A transformer connected between the supply and load could increase the 

voltage gain but this will impact on the compactness of the MC [13]. Alternatively, when an 

AC-boost chopper is combined with IMC the voltage gain can increase, but requires more 

active switches [14].  

 The Z-source (ZS) network offers a clever boost ability for IMC. In [8], an IMC 

incorporating a ZS network at the fictitious dc-link to increase the voltage gain was presented. 

A three-level version of the converter proposed in [8] was presented in [15, 16]. This topology 

is called three-level cascaded Z-source IMC (3LCZSIMC) in this paper and shown in fig. 1. 

 

 

Fig. 1. Three-level cascaded Z-source indirect matrix converter 

 

This converter brings on board the added benefits of multilevel converters such as 

better harmonic performance of the output waveforms and the use of low-voltage devices for 

applications that require medium voltage. Nevertheless, there are two weaknesses for this 

converter. The first issue is that the Z-source capacitor voltages are larger than the supply 

voltage which means larger capacitors will have to be used thereby increasing the overall cost 

and volume. The other drawback is that the Z-source converter cannot suppress the inrush 
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current and resonance between the Z-source capacitors and inductors. This causes voltage and 

current surges and may destroy the devices [17].  

 A replacement of the cascaded ZS (CZS) network proposed earlier in [8] with a series 

ZS (SZS) network was proposed in [18]. This circuit topology brings onboard other 

advantages over the cascaded topology. These include lower voltage stress on the capacitors 

and a reduction of the inrush current during start up. A comparison of this new topology with 

existing topologies for wind power application was given in [19]. In order to enhance the 

output harmonic performance of the converter proposed in [18], a three-level series ZS IMC 

(3LSZSIMC) is proposed in this work. Two series Z-source networks are inserted at the 

positive and negative dc rails of the three-level IMC. A virtual space vector pulse width 

modulation method is employed to achieve voltage-boost ability for this converter.  

 The rest of the paper is organized as follows. Following the introduction, the topology 

of the 3LSZS IMC including its operating principles and governing equations is presented in 

section 2; section 3 presents the modulation scheme for the converter in detail; in section 4 

the criteria for selection of the series Z-source components is established; section 5 presents 

numerical simulations to verify the theoretical concepts; also performance comparisons with 

the 3LCZSIMC is given; section 6 draws the final conclusion. 

 

 

2. STRUCTURE AND PRINCIPLE OF OPERATION 

 

2.1. Structure 

 

 Figure 2 shows the topology of the proposed three-level series Z-source indirect matrix 

converter based on ultra-sparse IMC topology.  

 

 

Fig. 2. Three-level series Z-source indirect matrix converter 
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As already stated, traditional IMCs have a drawback of limited voltage gain. To deal 

with this limitation, several control procedures and circuit configurations have been proposed. 

Specifically, the voltage gain can be increased to unity and beyond by employing Z-source 

network [20]. The basic function of traditional IMCs is commonly achieved in a two-stage 

power conversion, the first stage being ac-dc and the second dc-ac. The input stage is a current 

source rectifier (CSR) while the output stage is a conventional NPC inverter. Series Z-source 

networks are placed at the fictitious dc-link to give it voltage boost capability.  

 

2.2. Operation 

 

 This converter is operated by employing shoot-through states as well as active and 

zero states used in conventional three-level IMCs. The series Z-source networks give this 

converter its voltage boosting ability. The capacitor voltage stress is reduced and the starting 

current is limited by the series Z-source networks. All these benefits are achieved while 

maintaining the same boost ratio of the cascaded Z-source network. Equivalent circuits of 

3LSZSIMC under different states are shown in fig. 3. 

 

 

 

(a) 
 

(b) 

 

(c) 

Fig. 3. Equivalent circuits of 3LSZSIMC. (a) NST states, (b) UST states, (c) LST states 

 

  For symmetry, inductances of same values and capacitances of same values are used. 

Thus, 

 

 𝑉𝐶 = 𝑉𝐶1 = 𝑉𝐶2 = 𝑉𝐶3 = 𝑉𝐶4 (1) 

 

 𝑉𝐿 = 𝑉𝐿1 = 𝑉𝐿2 = 𝑉𝐿3 = 𝑉𝐿4 (2) 

 

Without loss of generality, the voltage across L1 is used to derive the average capacitor 

voltages. In the upper-shoot-through (UST) states, the positive terminal of the inverter side is 

shorted with the neutral point, and the inductor voltages are given by: 
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 𝑉𝐿1 = 𝑉𝑝𝑜 + 𝑉𝐶2,  𝑉𝐿2 = 𝑉𝑝𝑜 + 𝑉𝐶1 (3) 

 

 𝑉𝐿3 = − 𝑉𝐶3,  𝑉𝐿4 = −𝑉𝐶4 (4) 

 

Similarly, during lower-shoot-through (LST) states, the negative terminal of the inverter 

is shorted with the neutral point, and the inductor voltages are given by: 

 

 𝑉𝐿1 = −𝑉𝐶1, 𝑉𝐿2 = −𝑉𝐶2 (5) 

 

 𝑉𝐿3 = 𝑉𝑜𝑛 + 𝑉𝐶4,  𝑉𝐿4 = 𝑉𝑜𝑛 + 𝑉𝐶3 (6) 

 

In (3) and (6), Vpo and Von represent the upper and lower halves of the virtual dc link 

voltage with respect to the inverter neutral point (NP). The summation of the two terms gives 

the total dc-link voltage (Vpn).  

Inductor voltages during non-shoot-through (NST) states are: 

 

 𝑉𝐿1 = −𝑉𝐶1 (7) 

 

 𝑉𝐿2 = −𝑉𝐶2 (8) 

 

 𝑉𝐿3 = −𝑉𝐶3 (9) 

 

 𝑉𝐿4 = −𝑉𝐶4 (10) 

 

Averaging the inductor voltages (using VL1 in this case) over a switching period yields: 

 

 𝑑𝑠ℎ−𝑢 ∗ 𝑇𝑠𝑤 ∗ (𝑉𝑝𝑜 + 𝑉𝐶1) + 𝑑𝑠ℎ−𝑙 ∗ 𝑇𝑠𝑤 ∗ (−𝑉𝐶1) +  

 (−𝑉𝐶1) ∗ [1 − (𝑑𝑠ℎ−𝑢 + 𝑑𝑠ℎ−𝑙)] ∗ 𝑇𝑠𝑤 = 0  (11) 

 

where Tsw is the switching period, dsh-u is the duty ratio of UST states while dsh-l is the duty 

ratio of the LST states. For symmetric operation, dsh-u is made equal to dsh-l. The sum of the 

two terms is dst. It should also be noted that the average values of Vpo and Von are equal and 

their sum equals Vpn. Therefore  

 

 𝑉𝐶 =
𝑑𝑠𝑡

1−𝑑𝑠𝑡
(
𝑉𝑝𝑛

4
) (12) 
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It is clear from (12) that, for the 3LSZSIMC the Z-source capacitor voltages are zero for 

zero shoot-through duration. For soft starting, Vc can rise from zero slowly; so if we control dst 

for it to rise gradually from zero then soft-start is realized. This is not so in a 3LCZSIMC. 

In the non-shoot-through state, we can write 

 

 𝑉𝑑𝑐−𝑙𝑖𝑛𝑘 = 𝑉𝑝𝑛 + 2𝑉𝐶 − 2𝑉𝐿 (13) 

 

In (13), Vdc-link denotes the output voltage of the series ZS networks which will be the 

input for the inverter. The boost factor, B, is found using (7), (12) and (13) as follows: 

 

 𝑉𝑑𝑐−𝑙𝑖𝑛𝑘 =
1

1−𝑑𝑠𝑡
𝑉𝑝𝑛 = 𝐵𝑉𝑝𝑛 (14) 

where  

 

 𝐵 = 1/(1 − 𝑑𝑠𝑡) (15) 

 

The fundamental component of the output line-to-line voltage is given by 

 

 𝑉̂𝑜𝑢𝑡 = 𝑚𝑖𝐵𝑉𝑝𝑛 (16) 

 

where mi represents the modulation index of the inverter. 

If we neglect power losses in the rectifier, then the input power equals the output power 

of the rectifier. Thus, 

 

 VpnIpn = 3VinIin cos θi =
3

2
V̂inÎin cos θi (17) 

 

Here, Ipn is the current in the output of the rectifier; Vin is the fundamental component 

of the supply phase voltage; Iin is the fundamental component of the input current; θi is input 

current displacement angle. To get a power factor of unity, θi is set to zero. The input stage is a 

CSR which modulates the source current with modulation index mr given by: 

 

 𝑚𝑟 =
𝐼𝑖𝑛

𝐼𝑝𝑛
 (18) 

 

Using (17) and (18), we have 

 

 𝑉𝑝𝑛 =
3

2
𝑚𝑟𝑉̂𝑖𝑛 cos 𝜃𝑖 (19) 
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Putting (19) in (16) yields 

 

 𝑉̂𝑜𝑢𝑡 =
3

2
𝑚𝑟𝑚𝑖𝐵𝑉̂𝑖𝑛 cos 𝜃𝑖 (20) 

 

Equation (20) defines the relationship between output and input voltages of 3LSZSIMC. 

It should be noted that the dst must be lower than mi; therefore, to get maximum boosting, it is 

assumed that 

 

 𝑚𝑟 = 1,        𝑑𝑠𝑡 = 1 − 𝑚𝑖           𝜃𝑖 = 0. (21) 

 

 

3. MODULATION TECHNIQUE 

 

 Modulation of the proposed converter is divided into CSR and voltage source inverter 

(VSI) modulation, respectively. The CSR has nine possible switching states with six 

producing non-zero currents in the dc-link. The vector diagram of the CSR is shown in fig. 4 

comprising six sectors. The current reference vector’s location within a sector is identified 

and synthesized by two framing vectors and a null vector. 

 

 

Fig. 4. Space vector diagram of rectification stage 

 

 Let angle of current reference vector be θr, then duty ratios of active and null vectors 

are calculated as follows:  

 

 𝑑𝛾 = 𝑚𝑟 sin(𝜋 3⁄ − 𝜃𝑟) (22) 

 

 𝑑𝛿 = 𝑚𝑟 sin(𝜃𝑟) (23) 
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 𝑑0𝑟 = 1 − (𝑑𝛾 + 𝑑𝛿). (24) 

 

The output currents circulate through the inversion stage when the output voltage is zero 

thereby making dc-link current delivered by the CSR zero. We can take advantage of this and 

make the CSR switching coincide with the instant when the inverter output voltage is zero so 

as to produce zero current commutation. This reduces the switching losses in the CSR [6, 21] 

and is achieved by eliminating completely the zero current vector and adjusting the CSR duty 

ratios as follows: 

 

 𝑑𝛾
𝑅 =

𝑑𝛾

𝑑𝛾+𝑑𝛿
 ,  𝑑𝛿

𝑅 =
𝑑𝛿

𝑑𝛾+𝑑𝛿
 (25) 

 

 The back-end inverter is based on three-level NPC inverter controlled using a three-

level space vector PWM technique. Fig. 5 shows the vector diagram of a conventional NPC 

inverter controlled with conventional three-level space vector PWM. The diagram contains 

six sectors with twenty-seven switching states. The switching states can be grouped as zero, 

small, medium and large vectors. The letter ‘P’, ‘O’ and ‘N’ imply two top, middle and bottom 

switches, respectively, of a phase leg are turned on. In an “O” state, the input capacitors of 

the NPC inverter formed by the input filter capacitors become charged or discharged 

depending on the NP current direction. For the capacitors to have equal voltages on them, the 

NP current should be zero over a switching period. A conventional three-level space vector 

PWM cannot achieve this since it tries to use currents of small vectors to compensate those 

of medium vectors. This usually happens when the power factor is low and the modulation 

index is high. 

 

 

Fig. 5. Space vector diagram of inversion stage 
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 A virtual space vector PWM technique is used to overcome this drawback. In this 

modulation scheme, virtual vectors are formed from existing vectors so that the average NP 

current is zero in a switching period. The reference voltage is then created with three nearest 

virtual vectors. In sector I of fig. 5, the virtual vectors produced are shown in fig. 6.  

 

 

Fig. 6. Virtual space vectors for sector I 

 

The duty ratios of the identified virtual vectors are calculated as follows:  

 

 𝑑𝑥. 𝑉𝑉1 + 𝑑𝑦. 𝑉𝑉2 + 𝑑𝑧 . 𝑉𝑉3 = 𝑉⃗ 𝑜𝑢𝑡 (26) 

 

 𝑑𝑥 + 𝑑𝑦 + 𝑑𝑧 = 1 (27) 

 

The duty ratios of switching states making the virtual vectors are then determined. 

Consider triangle 3 in fig. 6 for example. The duty ratio of the selected virtual vectors are 

given by: 

 

 𝑑𝑥 = 2 − 𝑚𝑖[√3 cos(𝜃𝑜𝑢𝑡) + 3 sin(𝜃𝑜𝑢𝑡)] (28) 

 

 𝑑𝑦 = √3𝑚𝑖 cos(𝜃𝑜𝑢𝑡) − 1 (29) 

 

 𝑑𝑧 = 3√3𝑚𝑖 sin(𝜃𝑜𝑢𝑡)  (30) 

 

In (28) to (30), mi is the modulation index of the VSI and is defined as: 

 

 𝑚𝑖 =
√3|𝑉⃗⃗ 𝑜𝑢𝑡|

𝑉𝑝𝑛,𝑎𝑣𝑔
   (31) 
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The CSR and VSI stages are synchronized to ensure balance of input currents and 

output voltages within a switching period. For instance with the reference vector of the CSR 

in sector 2 and that of the VSI in triangle 4 of sector I, we have the vectors: I1 (ac), I2 (bc) and 

VVM1, VVL1, VVL2. The virtual vectors are made from VS1 (ONN), VS2 (PPO), VM1 (PON), VL1 

(PNN) and VL2 (PPN). The selected vectors are then applied to the input and output stages 

according to the switching pattern I1 (ac)  I2 (bc) for the CSR and PPO  PPN  PON  

PNN  ONN for the VSI. 

 Partial shoot-through states are applied to phase legs of the VSI to achieve voltage 

boost operation. The resulting modified switching sequence in the output stage becomes PPO 

 PPL  PPN  PON  PNN  UNN  ONN with U and L representing UST and LST 

states, respectively. In an UST state, three top switches in a phase leg are turned on whereas 

in a LST state three bottom switches in a phase leg are gated on. Figure 7 shows the switching 

pattern of the converter where the vectors in the VSI stage are organized in a two-sided 

sequence so that each side corresponds to an active vector of the CSR stage.  

 

 

Fig. 7. Switching sequence. Top: CSR stage; Bottom: VSI stage 

 

 

 

4. SELECTION OF SERIES Z-SOURCE PASSIVE COMPONENTS 

 

 From the analysis in section 2, the average current through the inductors is equal to 

that of the rectifier dc-link current in steady stste. Thus, the average current through the 

inductors is given by: 

 

 𝐼𝐿 =
𝑃𝑜𝑢𝑡

𝑉𝑝𝑛
 =

𝑃𝑜𝑢𝑡

1.5𝑉𝑖𝑛 cos𝜃𝑖
 (32) 

 

where Pout represents the output power of the converter. 

 The series Z-source capacitor values are selected based on the desired voltage ripple 

and capacitor current. During the upper-shoot-through and lower-shoot-through states, as 

shown in figures 3(b) and 3(c), the series Z-source inductor current flows through the 
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capacitors and discharges them; hence, the voltage ripple across the capacitors can be 

expressed as: 

 

 ∆𝑉𝑐 =
𝐼𝐿

𝐶
∙ 𝑑𝑠𝑡 ∙ 𝑇𝑠𝑤 ∙ (33) 

 

With ∆𝑉𝑐 selected to satisfy ∆𝑉𝑐 ≤ 𝑘𝑣%𝑉𝑐, then 

 

 𝐶 ≥
0.5∙𝑑𝑠𝑡𝑇𝑠𝑤

𝑘𝑣%𝑉𝑐
𝐼𝐿 =

2∙(1−𝑑𝑠𝑡)∙𝑇𝑠𝑤

𝑘𝑣%𝑉𝑝𝑛
𝐼𝐿 . (34) 

 

Putting (32) into (34) yields: 

 

 𝐶 ≥
(1−𝑑𝑠𝑡)𝑇𝑠𝑤

1.125∙𝑘𝑣%∙𝑉𝑖𝑛
2
cos2 𝜃𝑖

𝑃𝑜𝑢𝑡 . (35) 

 

Similarly, the series Z-source inductor values are selected based on a specified current 

ripple. During the NST states, as shown in fig. 3(a), the series Z-source inductor current 

decreases, and the inductor voltage equals the capacitor voltage; therefore, the inductor 

current ripple can be expressed as: 

 

 ∆𝐼𝐿 =
𝑉𝐶

𝐿
∙ (1 − 𝑑𝑠𝑡) ∙ 𝑇𝑠𝑤 (36) 

 

With ∆𝐼𝐿 selected to satisfy ∆𝐼𝐿 ≤ 𝑘𝑖%𝐼𝐿, then 

 

 𝐿 ≥
(1−𝑑𝑠𝑡)𝑇𝑠𝑤

𝑘𝑖%𝐼𝐿
𝑉𝐶 =

𝑑𝑠𝑡∙𝑇𝑠𝑤

𝑘𝑣%𝐼𝐿
𝑉𝑝𝑛. (37) 

 

Putting (19) and (32) into (37) yields 

 

 𝐿 ≥ 0.5625
𝑑𝑠𝑡𝑇𝑠𝑤

𝑘𝑖%𝑃𝑜𝑢𝑡
𝑉̂𝑖𝑛

2
cos2 𝜃𝑖 . (38) 

 

 

5. RESULTS AND DISCUSSION 

 

 The simulations of the proposed 3LSZSIMC topology and the existing 3LCZSIMC 

topology are performed under the same conditions using Saber software to compare their 

performance. In the simulations, the converters are fed by a 122-V, 50 Hz three-phase source 

and supply a three-phase R-L load. For both topologies, the voltage modulation index is set 
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to 0.85 and the shoot-through ratio set to 0.15. A switching frequency of 10 kHz is used. A 

summary of the parameters used for the simulation is given in Table I.  

 

Table I. Parameters used for simulation 

Description Value 

Input AC voltage 122 V / 50 Hz 

Output frequency 100 Hz 

Input filter, L and C 0.1 mH and 100 μF 

Load, R-L 50 Ω , 10 mH 

Series Z-source, L-C 1 mH , 1000 μF 

Z-source, L-C 1 mH , 1000 μF  

Switching frequency 10 kHz 

 

 Figures 8 and 9 show the simulation results for the proposed 3LSZSIMC and the 

existing 3LCZSIMC respectively. 
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(d) 

 
(d) 

 
(e) 

 
(e) 

Fig. 8: 3LSZSIMC. (a) Input phase current. 

(b) Series Z-source inductor current. (c) 

Series Z-source capacitor voltage (d) 

Output line-line voltage. (e) Output 

phase current. 

Fig. 9: 3LCZSIMC. (a) Input phase current. (b) 

Series Z-source inductor current. (c) Series Z-

source capacitor voltage (d) Output line-line 

voltage. (e) Output phase current. 

 

The simulated results for the two topologies show the soundness of the adopted 

modulation strategy in terms of output voltage and current waveforms. At start up, the input 

current drawn by the 3LSZSIMC reaches 6.5 A (see fig. 8a) whereas the corresponding value 

for the 3LCZSIMC is 132 A (see fig. 9a). This clearly shows that the inrush current at start 

up is suppressed in the 3LSZSIMC. The inductor current for the proposed series topology, 

3LSZSIMC, reaches 12.7 A as shown in fig. 8b whereas the inductor current of the cascaded 

topology, 3LCZSIMC, reaches 74.7 A (see fig. 9b). This means that inductors of reduced 

sizes can be employed in the proposed topology even though four inductors are required as 

opposed to two in the cascaded topology.   

The voltages across the Z-source capacitors are shown in fig. 8c and fig. 9c, 

respectively, for the two topologies. The average Z-source capacitor voltage is 16 V for the 

3LSZSIMC and 195 V for the 3LCSZSIMC. The waveforms also show that the Z-source 

capacitors in 3LSZSIMC and 3LCZSIMC topologies have to withstand at start up peak 

voltages of about 30 V and 300 V respectively. Therefore, smaller sizes of capacitors can be 

employed in the proposed converter. Even though four capacitors are required in the proposed 

topology as opposed to two in the existing one, the smaller sizes of the capacitors mean light 

weight film capacitors could be used thereby reducing the size and overall volume of the 

converter. 

 As shown in figures 8d and 9d, both converters are able to perform voltage boost by 

employing partial shoot-through states in the inverter state switching sequences. However, a 
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critical look of the two waveforms shows that the 3LSZSIMC maintains the shape of the 

traditional 3-level IMC waveforms even when shoot-through states are inserted whiles that 

of the 3LCZSIMC have some voltage spikes resulting from the extremely high Z-source 

capacitor voltages of the 3LCZSIMC. The output current waveforms of the two converters, 

shown in figures 8e and 9e, are all sinusoidal. However, that of the 3LSZSIMC present better 

output performance in terms of total harmonic distortion (THD).  

The above simulation results clearly show that the 3LSZSIMC topology presents 

better performance in terms of output current THD, and reduced voltage and current stresses 

on Z-source components and consequently reduced sizes of these components.  

  

  

6. CONCLUSIONS 

 

 The ac-to-ac converter presented in this paper is a three-level indirect matrix converter 

having two series Z-source networks inserted in the dc link to give it voltage-boost capability. 

This converter topology would be suitable for applications requiring unidirectional power flow 

with lower output waveform harmonic content. Where bidirectional power flow is required, it 

can be achieved by replacing the ultrasparse rectifier with a sparse matrix rectifier. The 

proposed 3LSZSIMC and existing 3LCZSIMC topologies were simulated and compared in 

order to determine the suitability of the proposed 3LSZSIMC for applications requiring ac-to-

ac power conversion such as wind energy conversion systems (WECSs). The simulation results 

confirm the voltage-boost ability of the proposed converter. This feature is necessary in WECSs 

where the generator voltage needs to be boosted so the output voltage could meet the grid 

requirements. The quality of the output current waveform of the proposed 3LSZSIMC was 

found to be better than that of the 3LCZSIMC. In addition, the Z-source capacitor voltages and 

inductor currents of the proposed converter are lower at start up. Therefore, the proposed 

converter just like the existing 3LCZSIMC is a potential candidate for WECSs. 
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Abstract: Identification of risks and potential effects of exposure to electromagnetic fields 

has aroused the interest of researchers in various fields to reduce or even eliminate them. 

However, the problems they raise, also, determined the need to regulate the exposure limits, 

thus establishing a series of regulations at the level of different states, of some national and 

international standards. The paper presents a comparative analysis of several national and 

international regulations regarding the exposure limits for the general public and for 

different working environments. 

 

 

 

1. INTRODUCTION 

  

Multiple uses of electricity make it essential for modern everyday life. But, over time, 

in addition to the undeniable positive effects, various forms of negative impact on humans and 

the environment have been observed and identified. 

Identification of risks and potential effects of exposure to electromagnetic fields has 

aroused the interest of researchers in various fields to reduce or even eliminate them. However, 

the problems they raise, also, determined the need to regulate the exposure limits, thus 

establishing a series of regulations at the level of different states, of some national and 

international standards. 

The paper presents a comparative analysis of several national and international 

regulations regarding the exposure limits for the general public and for different working 

environments. The methodology of this study consists in different methods, mainly literature 

review, data analysis, classification and problem identification.  
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2. EVOLUTION OF REGULATION ON LIMITING EXPOSURE TO  

ELECTROMAGNETIC FIELDS 

 

In order to prepare a regulation or a guideline for limiting exposure, different national 

or international organizations involved in such activities make an extensive review of relevant 

literature on health and biological effects.  

According to Directive 2013/35/EU, effects of electromagnetic fields on human body 

are direct biophysical effects and indirect effects. The first category includes non-thermal 

effects, thermal effects and limb currents [1]. Non-thermal effects, associated with different 

frequency and intensity, are vertigo, nausea (static magnetic fields), effects on sense organs (up 

to 100 kHz), effects on nerves, muscles (up to 10 MHz). Thermal effects in the form of heating 

is present also for intermediate frequencies (100 kHz – 10 MHz) and for high frequency fields 

(10 MHz and above). These effects are identified based on epidemiological, occupational, 

laboratory, volunteer, cellular and animal studies. 

Among the causes of the increase in environmental EMF levels presented by the World 

Health Organization are high voltage transmission lines, telecommunication and broadcast 

transmitters, radars, transportation systems and undersea power cables [2]. 

First countries that introduced regulations on limiting exposure to electromagnetic fields 

against adverse effect on workers and public were the former Soviet Union USSR and USA. 

The first standard developed and published in 1958 by the former Soviet Union regulated the 

limitation of RF exposure of workers [3]. In 1960, the American Standards Association 

approved the Radiation Hazards Standards project under the co-sponsorship of the Department 

of the Navy and the Institute of Electrical and Electronics Engineers [4]. 

In the following period, the number of countries concerned with this issue grew, 

conducting numerous studies on the effects and risks generated by exposure to electromagnetic 

fields. Over time, more and more organizations, globally, have addressed the issue of limiting 

exposure to the undesirable effects of electromagnetic fields (see Table 1). 

In 1974, International Radiation Protection Association IRPA formed a working group 

that analysed the problem of protection against non-ionizing radiation NIR [5] and in 1977, this 

group became the International Non-Ionizing Radiation Committee INIRC. This organization, 

in cooperation with Environmental Health Division of WHO developed a series of health 

criteria documents on NIR.  

In 1992, it became International Commission Non-Ionizing Radiation Protection 

ICNIRP and in 1998 released Guidelines for limiting exposure to time-varying electric, 

magnetic, and electromagnetic fields (up to 300 GHz).  

Starting from this moment a series of regulations, guidelines, recommendations and 

other documents were issued by national or international bodies, as the number of studies on 
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the effects of electromagnetic fields has increased, but also due to the growing public interest 

in the problems generated by the presence of electromagnetic fields (see Table 2). 

 

Table 1. International organisations involved in research or regulation of exposure 

 to electromagnetic fields 

 

 

In the same time, since 1998, WHO has started a project to harmonize EMF standards 

worldwide, involving 8 international organizations and over 45 countries, starting from the fact 

that there were large differences between the existing standards at that time, in some cases there 

were even differences of two orders of size [2]. 

Regarding the ICNIRP Guidelines, this document distinguished between occupational 

and general exposure limitations, introducing significantly different values for these types of 

exposure, justified by the following considerations: 

- general public includes persons of different ages, health conditions, 

- many members of that are unaware of their exposure to EMF and potential risks, 

- no expectations can be raised regarding the adoption by the general public of 

reasonable measures to minimize or avoid exposure. 
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Table 2. Regulations, recommendations, guidelines, and other documents related to exposure to 

electromagnetic fields 

 

 

Basic restrictions were based on health effects and the physical quantities used in this 

regard are specific absorption rate SAR, current density J, and power density S [5] (see Table 

3): 

- 1 Hz – 10 MHz – restrictions on current density to prevent effects on nervous system, 

- 100 k Hz – 10 GHz – SAR against whole-body heat stress and excessive localized 

tissue heating,  

- 10 – 300 GHz – power density – excessive heating in tissue at or near the body 

surface. 
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Table 3. Basic restrictions - ICNIRP Guidelines 

 
Retrieved and processed after ICNIRP Guidelines, 1998 

 

Reference levels are determined by extrapolation from the results of laboratory 

investigations or mathematical modelling from the basic restrictions, taking into account 

frequency, human body conductivity, size, shape, and position of the exposed body in the field 

(Table 4). 

Council Recommendation 1999/519/EC introduced for EU general public basic 

restrictions and reference levels on exposure to radiations emitted by electromagnetic fields, 

excepting optical radiation and ionising radiation. This document covers the area of static fields, 

extremely low frequency fields ELF and radiofrequency fields RF, including microwaves, in 

the frequency range of 0 Hz to 300 GHz [6].  

Basic restrictions on the exposure to time-varying fields, based on biological 

considerations and health effect, are represented by the specific absorption rate SAR, magnetic 

flux density B, current density J and power density S (See Table 5). 

Reference levels derived from basic restrictions are electric field strength E, magnetic 

field strength H, power density S and limb current IL. At certain frequencies, magnetic flux 

density B and power density S, are used as basic restrictions and reference levels. For pulsed 

fields it is used specific energy absorption SA (Table 6). 
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Table 4. Reference levels to time-varying electric and magnetic fields - ICNIRP Guidelines 

 

 

Table 5. Basic restrictions - Council Recommendation 1999/519/EC 

 

Source: Council Recommendation 1999/519/EC  
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Table 6. Reference levels - Council Recommendation 1999/519/EC 

 

Retrieved and processed after Council Recommendation 1999/519/EC 

 

In a study released in 2017, Stam identified three groups of countries in European 

Union, regarding the EMF policies in member states and their relationship with this 

recommendation, in what it concerns exposure of the general public [7]:  

- Group 1 - recommendation has been transposed in binding national legislation or 

national policy, 

- Group 2 - national limits based on recommendation or ICNIRP are not binding, there 

is no regulation or there are more lenient limits, and 

- Group 3 - stricter basic restrictions or reference levels based on precautionary 

principle or due to public pressure (see Table 7).  

 

Table 7. EMF Policies in EU Member States – exposure of general public 

 

Source: Edited based on Stam, R., Comparison of international policies on electromagnetic fields (power 

frequency and radiofrequency fields), 2017 
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On the other hands, related to occupational exposure, the EU Member States use 

national legislation based on directive 2013/35/EU, that established minimum requirements, 

but allowing, in the same time, the possibility to set stricter limits or rules. In this direction, 

there are two exceptions, Poland and Czech Republic that use different action levels or exposure 

limit values.   

In Spain, in 2001, it is issued a regulation, Real Decreto 1066/2001 [8], that established 

conditions for the protection of the public against radioelectric emissions, updated in 2017.  

There had been used as basic restrictions the restrictions on exposure to time-varying 

electric, magnetic, and electromagnetic fields, based directly on known health effects and 

biological considerations.  

In order to specify these constraints, there were used as physical quantities magnetic 

induction B, current density J, specific energy absorption index SAR and power density S (see 

Table 8). 

 

Table 8. Basic restrictions for general public – Spain 

 

Source: Real Decreto 1066/2001 

 

The reference levels, used to determine the probability that the basic restrictions will be 

exceeded are (see Table 9): 

1. derived quantities from relevant basic restrictions, using measurements or computerized 

techniques: electric field intensity E, magnetic field intensity H, magnetic induction B, 

power density S and limb current Il; 

2. quantities that refer to perception and other adverse indirect effects to exposure to 

radioelectric emissions, respectively contact current Ic and, for pulsatile fields, specific 

energy absorption SA [8]. 
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Table 9. Reference levels for general public – Spain 

 

Retrieved and processed after Real Decreto 1066/2001 

 

As it can be seen, the basic restrictions and reference values are similar to those from 

Council Recommendation 1999/519/EC.  

The same situation can be revealed in Romania, where in 2006 Minister of Public Health 

issued Order no. 1193/2006 for the approval of the Norms regarding the limitation of the 

exposure of the general population to electromagnetic fields from 0 to 300 GHz [9]. 

In addition, Romanian Government in 2016 issued a decision HG 520/2016 [10] on 

minimum safety and health requirements regarding the exposure of workers to risks generated 

by electromagnetic fields in accordance with Directive 2013/35/EU. In 2018, Institute of Public 

Health subordinated to Ministry of Health published a practical guide for conformity 

assessment with national exposure rules of workers in electromagnetic fields [11]. 

In Australia, in 2002 ARPANSA Australian Radiation Protection and Nuclear Safety 

Agency issued Radiation Protection Standard for Maximum Exposure Levels to 

Radiofrequency Fields — 3 kHz to 300 GHz which sets limits for human exposure to 

radiofrequency (RF) fields in the frequency range 3 kHz to 300 GHz, to prevent adverse health 

effects [12]. 
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Table 10. Basic restrictions in Australia – occupational and general public 

 
Retrieved and processed after ARPANSA Standard, 2002 

 

In order to develop basic restrictions (see Table 10), there had been taken into 

consideration different criteria: 

 3 kHz – 10 MHz – restrictions on instantaneous rms current density to prevent 

electrostimulation of excitable tissues, 

 100 kHz – 6 GHz – whole body average SAR against whole-body heat stress, 

spatial peak SAR in head, trunk and limbs against excessive localised temperature rise in tissue,   

 300 MHz – 6 GHz, for pulse modulated exposure – specific absorption SA per 

pulse for localised exposures to the head to avoid or limit auditory effects, 

 10 MHz – 6 GHz – instantaneous spatial peak SAR against associated effects to 

extremely high-level pulse fields, 

 6 GHz – 300 GHz – instantaneous and time averaged incident power flux density 

to prevent excessive heating in tissue at or near the body surface and to protect against 

associated effects to extremely high-level pulse fields [12]. 

In the Australian standard E and H reference levels are established for time averaged 

and instantaneous exposure to rms electric and magnetic fields and are derived from basic 

restrictions by mathematical modelling and laboratory investigations. In addition, there are set 

reference levels for instantaneous rms contact current and time averaged rms current induced 

in any limb over 6-minute period (see Table 11). 
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Table 11. Reference levels in Australia – occupational and general public  

 
Retrieved and processed after ARPANSA Standard, 2002 

 

In European Union, Directive 2004/40/EC emphasizes the need to assess the risk of 

workers' exposure by the employer. The directive introduced the term “exposure limit values” 

defined as “limits on exposure to electromagnetic fields which are based directly on established 

health effects and biological considerations”, a term similar to “basic restrictions” used in other 

documents in the field [13].  

The exposure limit values in this directive established for worker’s exposure to 

electromagnetic fields are also similar to those set as basic restrictions for occupational 

exposure in other documents: whole body average SAR, head and trunk localized SAR, limbs 

localized SAR, current density, and power density (see Table 12).   

Depending on frequency, they are set in order to prevent the following effects: 

 cardiovascular and central nervous system, for time-varying fields up to 1 Hz, 

 on central nervous system functions, for 1 – 10 MHz, 

 excessive localised heating of tissues and whole-body heat stress, for 100 kHz – 

10 GHz, 

 excessive localised heating at or near the body surface, for 10 GHz – 300 GHz 

[13].  
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Table 12. Exposure limit values according to Directive 2004/40/EC 

 
Source: Directive 2004/40/EC 

 

For directly measured elements E, H, B and S, in directive is used the term “action 

values”. These values are similar to reference values of ICNIRP Guidelines/1998, based on the 

rationale used by that (See Table 13).  

 

Table 13. Action values according to Directive 2004/40/EC 

 
Source: Directive 2004/40/EC 

 

The Directive 2004/40/EC was replaced in 2013 by the Directive 2013/35/EU [1]. This 

directive established exposure limit values ELV (see Table 14), based on biophysical and 

biological considerations, in relation with thermal and non-thermal effects. However, as the 

other regulations and documents, it does not address long-term effects of EMF exposure.  
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These ELVs comprise health effects ELVs, above which employees might be affected 

by thermal heating or stimulation of nerve or muscle tissue, and sensory effects ELVs, when 

they might be subject to transient disturbed sensory perceptions and minor changes in brain 

functions [1]. 

 

Table 14. Exposure limit values according to Directive 2013/35/EU 

 
Retrieved and processed after Directive 2013/35/EU 

 

Regarding the term action levels ALs, also used in the previous directive, the ALs are 

presented separately for non-thermal and thermal effects.  

For non-thermal effects, there are used ALs values for electric field strength, magnetic 

flux density for static and time-varying density, and contact current (see Table 15). 

This document introduces, also, for electric fields low and high ALs related to specific 

protection or prevention measures, and for magnetic fields, low ALs in relation to sensory 

effects ELVs and high ALs to health effects ELVs. ALs for electric field represent maximum 

calculated or measures values at the workers’ body position and these are established [1]. 
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Table 15. Action values related to non-thermal effects according to Directive 2013/35/EU 

 

Retrieved and processed after Directive 2013/35/EU 

 

For thermal effects, there had been specified as action values electric field strength and 

magnetic flux density of time varying electric, respectively magnetic fields, power density of 

electromagnetic waves and contact current (see Table 16). Of these, only the limb induced 

current has exactly the same value as in the previous directive. 

 

Table 16. Action values related to thermal effects according to Directive 2013/35/EU 

 
Retrieved and processed after Directive 2013/35/EU 
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The latest standard issued by the IEEE in 2019 IEEE Std C95.1™-2019, which 

establishes safety levels regarding human exposure to electromagnetic fields, brings some 

changes, including terminology, compared to the previous standard in 2005.  

The term “basic restrictions” is replaced by “dosimetric reference limit” DRL and 

“maximum permissible exposure” MPE by “exposure reference level” ERL. The IEEE 

Standard addresses three frequency bands: 0 – 100 kHz, 100 kHz – 6 GHz, and 6 GHz – 300 

GHz in approaching biological effects of exposure [14]. It is not just a standard that applies to 

persons permitted in restricted environments and to the general public in unrestricted 

environments, but also an extensive, documented scientific work, extremely useful for 

researchers in the field. 

 

 

3. CONCLUSIONS 

 

Although the harmonization process began more than 20 years ago, there are still 

notable differences between the different states of the world, the differences being sometimes 

significant even at the level of a continent or a region. 

However, in the European Union, Recommendation 1999/519/EC and Directive 

2013/35/EU open the way for a harmonization of Member States’ regulations, even if there are 

still some different approaches of EMF policies. Moreover, these regulations, recommendations 

and guidelines do not limit Member States in introducing more restrictive measures.  

It can be observed, also, attempts of harmonization in the elaboration of different 

standards and regulations at the level of national and international bodies in the field, by taking 

into account the points of view, the reference elements and the studies on which other 

worldwide regulations are based. 
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Fig. 1. Magnetic flux density at 1 m above the ground 

 

Table 1. Transposing principle 
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 Equations are centred on page and are numbered in round parentheses, flush to right 
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 𝑎 = 𝑏 + 𝑐 (1) 

 

Between equations, not interfered by text, there is only one empty line: 

 

 𝑎 = 𝑏 + 𝑐 (2) 

 

 𝑎 = 𝑏 + 𝑐 (3) 

 

In text respect the following rules: all variables are italic, constants are regular; the 

references are cited in the text between right parentheses [1], the list of references has to be 

arranged in order of citation. 
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